Flash-based Storage Management in Cloud Computing Datacenter Infrastructures

A Dissertation Presented
by
Zhengyu Yang
to
The Department of Electrical and Computer Engineering
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy
in
Computer Engineering

Northeastern University
Boston, Massachusetts
July 2018
This work is dedicated to my wife, my son, and my parents.
## Contents

List of Figures v  
List of Tables viii  
Abstract of the Dissertation ix  

### 1 Introduction 1  
1.1 SSD-HDD Hybrid Storage Systems 1  
1.2 All-Flash Storage Systems 3  
1.3 Storage Systems for Big Data Platforms 5  
1.4 Dissertation Contributions 6  
1.5 Dissertation Organization 7  

### 2 Background and Related Work 8  
2.1 Storage Technology Overview 8  
2.1.1 Storage Device Evolution 8  
2.1.2 Non-Volatile Memory Express SSD 9  
2.1.3 SSD Write Amplification and Endurance 10  
2.2 I/O Management Technology Overview 11  
2.2.1 Caching and Tiering Solutions in Hybrid Systems 12  
2.2.2 Data Placement in Multi-Tier All-Flash Systems 13  
2.2.3 I/O Stack in VM Hypervisors 14  
2.2.4 I/O Workload Analysis 15  
2.2.5 Memory Management in Big Data Platforms 15  
2.3 Reliability Technology Overview 16  
2.3.1 Replication Management 16  
2.3.2 Total Cost of Ownership 17  

### 3 Hybrid Datacenter Storage Systems 19  
3.1 On-demand Flash Resource Dynamic Allocation 20  
3.1.1 Motivation 20  
3.1.2 Dynamic Partition Manager 24  
3.1.3 Evaluation 32  
3.1.4 Summary 39
### 3.2 Replication Management for Reliability and Accessibility
- 3.2.1 Motivation ................................................................. 40
- 3.2.2 Topological Structure ..................................................... 41
- 3.2.3 Cache and Replacement Policies ........................................ 45
- 3.2.4 Recovery Policy ............................................................ 48
- 3.2.5 Parallel Prefetching ....................................................... 51
- 3.2.6 Evaluation ................................................................. 54
- 3.2.7 Summary ................................................................. 62

### 4 All-Flash Datacenter Storage Systems
- 4.1 Automatic Tiering to Harness All-Flash Storages .................. 64
  - 4.1.1 Motivation ................................................................. 64
  - 4.1.2 Problem Formulation .................................................... 65
  - 4.1.3 Approximation Algorithm Design .................................... 69
  - 4.1.4 Evaluation ................................................................. 75
  - 4.1.5 Summary ................................................................. 81
- 4.2 Endurance, Total Cost of Ownership and Workload Deployment 81
  - 4.2.1 Motivation ................................................................. 81
  - 4.2.2 TCO Models of All-Flash Storages ................................ 83
  - 4.2.3 Algorithm Design ........................................................ 89
  - 4.2.4 Evaluation ................................................................. 92
  - 4.2.5 Summary ................................................................. 98

### 5 Storage Optimization in Big Data Platforms
- 5.1 I/O Stack Optimization for Virtualization Hypervisors ........ 100
  - 5.1.1 Motivation ................................................................. 100
  - 5.1.2 Background .............................................................. 101
  - 5.1.3 Algorithm Design ........................................................ 103
  - 5.1.4 Evaluation ................................................................. 107
  - 5.1.5 Summary ................................................................. 110
- 5.2 Intermediate Data Caching Enhancement for Big Data Platforms 112
  - 5.2.1 Motivation ................................................................. 112
  - 5.2.2 Background .............................................................. 114
  - 5.2.3 Algorithm Design ........................................................ 117
  - 5.2.4 Algorithm Correctness Proof ........................................ 122
  - 5.2.5 Evaluation ................................................................. 125
  - 5.2.6 Summary ................................................................. 131

### 6 Conclusion and Future Work

### Bibliography
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Components of this dissertation.</td>
<td>6</td>
</tr>
<tr>
<td>2.1</td>
<td>An example of I/O path from OS to device.</td>
<td>11</td>
</tr>
<tr>
<td>3.1</td>
<td>Examples of bursty I/Os (e.g., runtime working set sizes) under (a) cache-friendly workload mds0 and (b) cache-unfriendly workload usr2.</td>
<td>23</td>
</tr>
<tr>
<td>3.2</td>
<td>Runtime SSD allocation among VMs under fair competition.</td>
<td>24</td>
</tr>
<tr>
<td>3.3</td>
<td>Basic structure of GREM.</td>
<td>25</td>
</tr>
<tr>
<td>3.4</td>
<td>High level idea of GREM, (a) cache admission and (b) cache eviction.</td>
<td>26</td>
</tr>
<tr>
<td>3.5</td>
<td>(a) The high level sketch of D_GREM, (b) Dynamic partition of Z_L and Z_S of D_GREM.</td>
<td>29</td>
</tr>
<tr>
<td>3.6</td>
<td>I/O hit ratio results of workload combinations of MSR, FIU and UMASS repositories under different cache sizes and caching algorithms.</td>
<td>34</td>
</tr>
<tr>
<td>3.7</td>
<td>Normalized I/O cost of MSR, FIU and UMASS workloads, which is total latencies of read/write operations of SSD and HDD.</td>
<td>35</td>
</tr>
<tr>
<td>3.8</td>
<td>(a)-(c): Partition inside Z_L for MSR-F1, MSR-U and MSR-FIU workloads under GREM. (d)-(f): Partition between Z_L and Z_S for MSR-F1, MSR-U and MSR-FIU workloads under D_GREM. (g)-(j): Cache partitioning effectiveness: D_GREM vs. vCache-Share under workloads with different read-write ratios.</td>
<td>36</td>
</tr>
<tr>
<td>3.9</td>
<td>Bursty detection of D_GREM.</td>
<td>37</td>
</tr>
<tr>
<td>3.10</td>
<td>Storage architecture of each node.</td>
<td>40</td>
</tr>
<tr>
<td>3.11</td>
<td>An example of the structure of AutoReplica’s datacenter.</td>
<td>42</td>
</tr>
<tr>
<td>3.12</td>
<td>Examples of (a) Ring and (b) Network approaches.</td>
<td>43</td>
</tr>
<tr>
<td>3.13</td>
<td>Main procedure of AutoReplica’s cache policy.</td>
<td>45</td>
</tr>
<tr>
<td>3.14</td>
<td>Example of runtime cache policy.</td>
<td>47</td>
</tr>
<tr>
<td>3.15</td>
<td>Example of online migration cache policy.</td>
<td>48</td>
</tr>
<tr>
<td>3.16</td>
<td>Example of AutoReplica’s recovery scenario.</td>
<td>49</td>
</tr>
<tr>
<td>3.17</td>
<td>Main procedure of recovery scenario 1: VM crash on primary node.</td>
<td>49</td>
</tr>
<tr>
<td>3.18</td>
<td>Main procedure of recovery scenario 2: Primary node cache device failure.</td>
<td>50</td>
</tr>
<tr>
<td>3.19</td>
<td>Main procedure of recovery scenario 3: Replica node cache device failure.</td>
<td>50</td>
</tr>
<tr>
<td>3.20</td>
<td>Main procedure of recovery scenario 4: Communication failure between primary and replica node.</td>
<td>51</td>
</tr>
<tr>
<td>3.21</td>
<td>Example of parallel prefetch enabled read cache.</td>
<td>52</td>
</tr>
<tr>
<td>Section</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>5.10</td>
<td>Hit ratio, access number and total work makespan results of large scale simulation experiments.</td>
<td></td>
</tr>
<tr>
<td>5.11</td>
<td>Module structure view of our Spark implementation, where our proposed <code>RDD-CacheManager</code> module cooperates with <code>cache</code> module inside each worker node.</td>
<td></td>
</tr>
<tr>
<td>5.12</td>
<td>Hit ratio and normalized makespan results of a stress testing on cache-unfriendly <code>Ridge Regression</code> benchmark with different cache sizes under four cache algorithms.</td>
<td></td>
</tr>
</tbody>
</table>
# List of Tables

<table>
<thead>
<tr>
<th>#</th>
<th>Table Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Performance and cost of different SSDs in July 2017.</td>
<td>13</td>
</tr>
<tr>
<td>3.1</td>
<td>Statistics for selected <em>MSR-Cambridge, FIU and UMASS</em> workloads.</td>
<td>21</td>
</tr>
<tr>
<td>3.2</td>
<td>Testbed setup and spec.</td>
<td>33</td>
</tr>
<tr>
<td>3.3</td>
<td>Improvement of D_GREM to vCacheShare.</td>
<td>39</td>
</tr>
<tr>
<td>3.4</td>
<td>Example of the “distance matrix” used in <em>Network</em> approach, which shows the ranking of each path.</td>
<td>43</td>
</tr>
<tr>
<td>3.5</td>
<td>Replica configuration table for multiple SLAs.</td>
<td>44</td>
</tr>
<tr>
<td>3.6</td>
<td>Configuration of a single server.</td>
<td>55</td>
</tr>
<tr>
<td>3.7</td>
<td>Statistics of configurations of homogeneous clusters.</td>
<td>57</td>
</tr>
<tr>
<td>3.8</td>
<td>Statistics of configurations of heterogeneous clusters.</td>
<td>60</td>
</tr>
<tr>
<td>4.1</td>
<td>Descriptions of notations used in this work.</td>
<td>68</td>
</tr>
<tr>
<td>4.2</td>
<td>Host server configuration.</td>
<td>76</td>
</tr>
<tr>
<td>4.3</td>
<td>Multi-tier flash drivers configuration.</td>
<td>76</td>
</tr>
<tr>
<td>4.4</td>
<td>Resource demands of selected workloads.</td>
<td>77</td>
</tr>
<tr>
<td>4.5</td>
<td>Server node configuration.</td>
<td>92</td>
</tr>
<tr>
<td>4.6</td>
<td>I/O setups of preconditioning.</td>
<td>93</td>
</tr>
<tr>
<td>4.7</td>
<td>Statistics for <em>part</em> of I/O workloads we use.</td>
<td>95</td>
</tr>
<tr>
<td>5.1</td>
<td>Host server configuration.</td>
<td>108</td>
</tr>
<tr>
<td>5.2</td>
<td>Caching results of the simple case</td>
<td>126</td>
</tr>
<tr>
<td>5.3</td>
<td>Testbed configuration.</td>
<td>128</td>
</tr>
</tbody>
</table>
Abstract of the Dissertation

Flash-based Storage Management in Cloud Computing Datacenter Infrastructures

by

Zhengyu Yang

Doctor of Philosophy in Electrical and Computer Engineering

Northeastern University, July 2018

Dr. Ningfang Mi, Advisor

A basic credendum of cloud computing can be summarized as: user devices are light terminals to assign jobs and gather results, while those heavy computations are conducted on remote distributed server clusters. This light-terminal-heavy-server structure makes high availability no longer an option, but a requirement in today’s datacenters. Furthermore, when bringing compute and storage capabilities into balance, we find that the biggest challenge here is closing the gap between computing and storage performance to shift storage’s curve back towards Moore’s law [1]. In detail, the time consumed to wait for I/Os is the main cause of idling and wasting CPU resources, since lots of popular cloud applications are I/O intensive, such as video streaming, file sync and backup, and data iteration for machine learning, etc [2]. Thus, storage I/O is the biggest bottleneck in large-scale datacenters. To address this bottleneck, Solid State Drives (SSDs) are widely being deployed as a per-virtual disk, second-level cache of Hard Disk Drives (HDDs) in SSD-HDD hybrid storage systems to improve I/O access performance, ascribing to SSDs’ high I/O throughput and low I/O latency and power consumption. Recently, with the capital expenditure of Flash-based SSDs keeps decreasing and the storage capacity of SSDs keeps increasing, the “sales pitch” of traditional HDDs as backend storage – low cost and large capacity – is no longer that unique, and eventually they will be replaced by low-end SSDs which have large capacity but perform orders of magnitude better than HDDs. As a result, it is widely believed that all-flash multi-tier storage systems will be adopted in the enterprise datacenters running big data platforms in the near future. Therefore, in this dissertation, we focus on flash-based storage resource management for SSD-HDD hybrid, all-flash storage systems and storage optimization in big data platforms, and we aim to achieve high availability by improving both performance and reliability in these storage systems.
We begin with improving the performance and reliability of SSD-HDD hybrid storage systems. In a shared virtualized storage system that runs virtual machines (VMs) with heterogeneous I/O demands, it becomes a problem for the hypervisor to cost-effectively partition and allocate SSD resources among multiple VMs. There are two straightforward approaches to solving this problem: equally assigning SSDs to each VM or managing SSD resources in a fair competition mode. Unfortunately, neither of these approaches can fully utilize the benefits of SSD resources, particularly when the workloads frequently change and bursty I/Os occur from time to time. With this regards, we design a novel flash resource management solution called “GREM”, which aims to fully utilize SSD resources as a second-level cache under the consideration of performance isolation. In particular, GREM takes dynamic I/O demands of all VMs into consideration to split the entire SSD space into a long-term zone (to reserve guaranteed space for each VM’s long-term hot data) and a short-term zone (to absorb short-term bursty by allowing free competition among clients), and cost-effectively updates the content of SSDs in these two zones. GREM is able to adaptively adjust the reservation for each VM inside the long-term zone and dynamically partition SSDs between the long- and short-term zones by leveraging the feedbacks from both cache performance and bursty workloads. Besides I/O performance, another common concern in such a hybrid datacenter is reliability. Data loss and delay caused by disasters will dramatically reduce data availability and consistency, and vulnerabilities in data storage are particularly adverse for high-risk industrial use cases such as military networks and financial institution datacenters. To address this challenge, replication technique – a process of synchronizing data across multiple storage nodes – is often utilized to provide redundancy and increase data availability from the loss of a single storage node. However, redundancy also brings overheads in terms of network traffic, I/O bandwidth, storage space, and consistency maintenance. It is crucial to balance the replication benefits and performance overheads. We propose a complete solution called “AutoReplica” to maintain replicas of local SSD cache in the remote SSD(s) connected by high-speed fibers. AutoReplica can automatically build cross-node replica structures, efficiently recover from different disaster scenarios with limited and controllable performance downgrades, and support parallel prefetching from both primary node and replica node(s) to improve I/O performance.

On the other hand, during the transition from the SSD-HDD hybrid to the all-flash datacenter, we find that due to SSD’s unique characteristics, existing caching or tiering solutions for hybrid storage systems are not suitable for all-flash storage systems. Therefore, aiming to better utilizing the storage resource, optimizing the performance, and reducing the migration overhead, we develop an automatic data placement manager called “AutoTiering” to associate virtual machine disk files (VMDKs) with an appropriate SSD tier during runtime. Specifically, AutoTiering is based on our observation that different workloads may have different benefits of being upgraded to a high-end tier. AutoTiering has a micro-benchmark-based sensitivity calibration and regression session to predict VM’s performance change on different tiers without conducting actual migration. Nevertheless, we also need to address the second challenge during this revolutionary change in cloud storage systems – “how to improve the reliability by balancing flash endurance and minimizing the write amplification and the total cost of ownership (TCO)?” SSDs have limited write cycles and also suffer from write amplification which is caused by a number of factors specific to Flash devices including erase-before-rewrite, background garbage collection, and wear leveling. Thus, balancing the trade-off between performance, reliability, endurance and economy is still an uphill battle. To resolve this challenge, we investigate the correlation between different workload patterns and corresponding write amplification in SSDs. We leverage this relationship to develop our new TCO model. Based
on the model, we build a workload dispatcher to balance write endurance and reduce the long-term TCO for a shared all-flash storage system of modern datacenters.

Lastly, we discuss the storage resource optimization problem in big data platforms. We first investigate how to enhance the I/O stack of VM-hypervisor-based platforms which are the infrastructure of big data applications. Recently, due to high I/O parallelism, Non-Volatile Memory Express (NVMe) SSDs are widely adopted to enterprise datacenter storage systems. For historical reasons, current popular deployments of NVMe SSDs in VM-hypervisor-based platforms (such as VMware ESXi [3]) have numbers of intermediate queues along the I/O stack. The I/O performance is bottlenecked by synchronization locks in these queues. As a result, cross-VM interference induces I/O latency, and most importantly, the up-to-64K-queue capability of NVMe SSDs cannot be fully utilized. We develop a hybrid framework of NVMe-based storage system called “H-NVMe”, which provides two VM I/O stack deployment modes “Parallel Queue Mode” and “Direct Access Mode”.

We next target on the intermediate cache optimizing problem in multi-stage data-parallel computing frameworks. Data-parallel computing frameworks, such as Apache Spark [4], are widely used to perform such data processing at scale. Specifically, Spark leverages distributed memory to cache the intermediate results, represented as Resilient Distributed Datasets (RDDs). By default, caching decisions are left at the programmer’s discretion, and the Least Recent Used (LRU) policy is used for evicting RDDs when the cache is full. However, when the objective is to minimize total work, LRU is woefully inadequate, leading to arbitrarily suboptimal caching decisions. Thus, we present an adaptive algorithm for multi-stage big data processing platforms to adaptively determine the most valuable intermediate datasets that can be reused in the future to store in the memory. Our solution automates the decision of which RDDs to cache: this amounts to identifying nodes in a direct acyclic graph (DAG) representing computations whose outputs should persist in the memory.
Chapter 1

Introduction

“Data creation is exploding. 92% of the world’s data was created in the last two years alone. At the current rate, the world’s data storage capacity will be overtaken by next spring. It will be nothing short of a catastrophe.” — Silicon Valley, Sand Hill Shuffle [5][6].

In the era of cloud computing, one of the most significant research areas is the data storage infrastructure for large-scale data processing platform. According to an IBM’s report [7], 2.5 quintillion bytes of data created from the user side are stored in the cloud every day. Google also reported that “the web is growing by millions of pages per day, which increases the cost of building and serving a web index” [8]. Visa even spent almost a month to interrogate 73 billion transactions [9]. Huge capacity is highly demanded to store the enormous amount of data. Besides, user applications also request their files to be available for lightning-fast download and be accessible from any device. Meanwhile, cloud vendors strive to optimize the usage of their limited and oversold resource to serve their clients with the consideration of their different workload patterns and Service Level Agreements (SLAs). Moreover, cloud vendors have the concern in their system’s on reliability for disaster and failure recovery, and need to minimize the total cost of ownership (TCO) for purchasing and maintaining their system due to device endurance. Thus, large capacity, high performance and reliability, and low maintenance cost are no longer options, but necessary requirements in today’s datacenter ecosystem.

1.1 SSD-HDD Hybrid Storage Systems

A common approach to solve the storage I/O bottleneck is to parallel I/Os to multiple Hard Disk Drives (HDDs) in the Redundant Array of Independent Disks (RAIDs) mode [10]. However,
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HDDs still need to move their heads over the surface of spinning platters to read or write the data, thus the performance improvement from RAID is limited. Motivated by this, lots of big data applications strive to store intermediate data to memory as much as possible, such as Apache Spark [4]. However, relying on memory is too costly, and memory’s capacity is far more limited than HDD’s (e.g., 64~128GB per server). As a result, memory alone is not able to support large-scale cloud computing use cases. Fortunately, a new type of storage device without moving parts – SSD (Solid State Drive) – was invented and can achieve acceptable price and spatial capacity. Ascribe to this, since 2008, as a “sweet spot” between Random-Access Memory (RAM) and HDD, SSD started to be adopted in the server market to break the asymmetric read/write IOPS (I/O per second) barrier dramatically, and became one of the promising solutions to speedup storage systems as a cache or a fast tier for slow HDDs [11]. On the other hand, we also need to face the fact that compared to HDDs, SSDs still have a relatively small spatial capacity limitation and higher costs per GB. As a result, it is important to let multiple virtual machines (VMs) clients efficiently share the SSD resources in an SSD-HDD hybrid storage system.

In most of exiting shared virtualization platforms, SSD is statically pre-allocated to each virtual disk (VMDK) for simplicity, and the caching algorithm decides the cache admission and eviction for each VM only based on I/O requests from that particular VM regardless of I/Os from the others. It is difficult for the hypervisor to cost-effectively partition and allocate SSD resources among multiple VMs, particularly under diverse I/O demands, because it lacks a global view of the cluster-wide disk I/O activities. Therefore, we first focus on addressing a critical design problem for a virtualized storage system – “how to dynamically partition flash-based SSDs among multiple VMs and cost-effectively update the content of SSDs according to VM workload changes?” We propose a Global SSD Resource Management solution, named “GREM”, to fully leverage the outstanding performance of shared SSD resources under the global view of caching management. In detail, GREM takes dynamic I/O demands of all VMs into consideration to split the entire SSD space into a long-term zone and a short-term zone and update the content of SSDs in these two zones cost-effectively. Intuitively, the long-term zone is designed for reserving SSD resources for each VM, in order to cache their own hottest data without any pollution from other VMs. Such a long-term zone is expected to guarantee high hit ratios from VMs that have cache-friendly workloads. On the other side, the short-term zone is used to absorb and handle bursty I/Os (mostly from VMs with cache-unfriendly workloads) by being fairly competed among VMs according to their data popularities. We use a coarse temporal (e.g., 5 min) and spatial (e.g., 1MB) granularity to update the contents of SSDs in the two zones for reducing the cost of managing and operating SSD resources. In
addition, there are two follow-up questions in the design of this new global Flash manager, i.e., “how to dynamically partition SSD resources into two zones?” and “how to further dynamically allocate SSD resources in the long-term zone to different VMs?”. These questions are challenging because VMs with heterogeneous I/O workloads (e.g., with a mix of cache-friendly and cache-unfriendly workloads) are sharing SSD resources, and their I/O access patterns can frequently change across time. Thus, GREM online monitors the changes in I/O demands of all VMs as well as the SSD allocation performance (e.g., I/O hit ratios) and uses this information to further dynamically partitioning SSD resources between two zones, and reserving different amounts of SSD resources to each VM.

Besides I/O performance, another common concern in such a hybrid datacenter is reliability. The ability to reliably store data is an essential requirement for millions of people and virtually all industries. A common technique to address this need is replication, which however brings redundancy overheads in terms of network traffic, I/O bandwidth, storage space, and consistency maintenance [12, 13]. In order to balance the replication and performance, we propose an automated distributed replication manager called “AutoReplica” to address concerns over data center cluster disaster recovery and data reliability. AutoReplica utilizes the SSDs of remote neighbor server nodes to replicate hot data cached in local SSD tier of each server node, since comparing to HDD, SSD is relatively not a “safe destination” although it can preserve the data after power off [14]. AutoReplica also automatically balances loads among nodes and conducts seamless online migration operations by using a novel “migrate-on-write” scheme. Additionally, AutoReplica enhances the overall performance by conducting parallel I/O prefetching from both main node and its available replica nodes under idle traffic status.

1.2 All-Flash Storage Systems

However, as time goes by, SSD-HDD hybrid solutions are no longer competent to meet the current big data requirements, due to the huge I/O speed gap between SSDs and HDDs [15]. On the other hand, the capital expenditure of flash-based SSDs keeps decreasing and the storage capacity of SSDs keeps increasing. As a result, the “sales pitch” of traditional spinning hard disk drives as backend storage – low cost and large capacity – is no longer as unique as before, and eventually, they will be replaced by low-end SSDs which have large capacity but perform orders of magnitude better than HDDs. As a consequence, it is widely believed that SSD-HDD solution is just for a transition period, and all-flash multi-tier storage systems will be adopted in the enterprise datacenter in the near future, similar to what happened to HDD-tape hybrid storage solution 30 years
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ago \[16\]. For example, high-end Non-Volatile Memory Express (NVMe) SSDs can replace Serial Advanced Technology Attachment (SATA) SSD, and low-end Triple-Level Cell (TLC) SSDs will replace HDDs.

While all-flash datacenters will revolutionarily change the ecosystem of both disk manufacturers and cloud vendors, we observed that current caching and tiering solutions for hybrid storage systems cannot fully utilize each SSD tier in the all-flash system due to the following three reasons: (1) all-flash storage systems do not have a large speed difference (e.g., 10x) among each tier; (2) SSDs are expensive, and it is costly to maintain duplicated copies in two SSD tiers (e.g., one data copy in the cache tier and one data copy in the backend tier if write-back or write-through policy is used); and (3) different specialties of each tier (such as high performance, high capacity, etc.) should be taken into consideration. Motivated by these new requirements, we develop an automatic data placement manager called “AutoTiering” to handle virtual machine disk files (VMDKs) allocation and migration in an all-flash multi-tier datacenter with the consideration of characteristics of workload pattern and specifications of each SSD tier. In particular, AutoTiering first predicts VM’s performance change on different tiers with different specialties without conducting real migration through a micro-benchmark-based sensitivity calibration and regression session. It then associates VMDKs with an appropriate SSD tier during runtime since different VMs may have different benefits of being upgraded to a high-end tier.

Nevertheless, the industry is very sensitive to the cost of owning the all-flash datacenter, including purchasing and maintaining SSDs. SSDs are still very expensive since they have limited write cycles and also suffer from write amplification. Write amplification is caused by a number of factors specific to flash devices including erase-before-rewrite, background garbage collection, and wear leveling \[17\]. Therefore, we develop an I/O workload dispatcher called “minTCO” to balance endurance based on write amplification estimation for different workload patterns, and minimize the total cost of ownership by deploying and allocating applications to a shared all-flash storage system based on a our new TCO model. In detail, the TCO model we proposed considers multiple factors like SSD lifetime, workload sequentiality, device wear degree. Moreover, we also conduct real experiments to measure and characterize the write amplification under different workloads, and reveal the relationship between write amplification and workload sequential ratio.
1.3 Storage Systems for Big Data Platforms

Apart from boosting up the storage system performance and reliability from a hardware perspective (i.e., utilizing SSDs), we also need to put efforts on the software level of the storage infrastructure of big data platforms. We observe that the limitation induced by software overheads prevents users to perfectly perceive this performance advancement. In fact, the overhead of the legacy kernel I/O stack, which has been optimized for slow HDDs, is more noticeable as the storage devices and the connection interfaces get faster. For example, VMware ESXi is one of the most common commercial virtualization platforms which can potentially use the Non-Volatile Memory Express (NVMe) SSDs in the most efficient way by leveraging the massive parallelism and isolation characteristics of NVMe SSDs. However, VMs access the storage resource through a single submission and completion queue in NVMe driver, regardless of high levels of parallelism provided by NVMe. This inefficiency originates from the NVMe driver in the hypervisor and has become a bottleneck in the storage I/O stack. Thus, we propose H-NVMe, a novel NVMe framework on VMware ESXi. To best utilize NVMe SSDs, H-NVMe provides two different working modes: “Parallel Queue Mode” and “Direct Access Mode”. In the former working mode, H-NVMe circumvents the built-in Adapter Queue of ESXi by emptying it and spreading out its entities between multiple lightweight subqueues in our customized NVMe driver in order to use the parallelism of the device more efficiently. The latter working mode bypasses all the hypervisor queues and directly connects the trusted user application threads to the NVMe Driver Queue, to achieve better performance isolation. H-NVMe can work in either of these two modes in whole or in partial.

Meanwhile, with the rise of big data analytics and cloud computing, cluster-based large-scale data processing has become a common paradigm in many applications and services. Online companies of diverse sizes, ranging from technology giants to smaller startups, routinely store and process data generated by their users and applications on the cloud. Data-parallel computing frameworks, such as Apache Spark and Hadoop, are employed to perform such data processing at scale. Jobs executed over such frameworks comprise hundreds or thousands of identical parallel subtasks, operating over massive datasets, and executed concurrently in a cluster environment. The time and resources necessary to process such massive jobs are immense. Nevertheless, jobs executed in such distributed environments often have significant computational overlaps: different jobs processing the same data may involve common intermediate computations. Such computational overlaps arise naturally in practice. Exploiting such computational overlaps has a tremendous potential to drastically reduce job computation costs and lead to significant performance improvements.
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Existing data-parallel computing frameworks, such as Spark, incorporate caching capabilities in their framework in a non-automated fashion. The decision of which computation results to cache rests on the developer that submits jobs: the developer explicitly states which results are to be cached, while cache eviction is implemented with the simple policy (e.g., LRU or FIFO); neither caching decisions nor evictions are part of an optimized design. Crucially, determining which outcomes to cache is a hard problem when dealing with jobs that consist of operations with complex dependencies. Motivated by them, we develop an adaptive algorithm for caching in a massively distributed data-parallel cluster computing environment, handling complex and massive data flows. Specifically, a mathematical model is proposed for determining caching decisions that minimize total work, i.e., the total computation cost of a job.

1.4 Dissertation Contributions

As illustrated in Fig. 1.1 in this dissertation, the main contributions regarding flash-based storage resource management are summarized as follows:

Figure 1.1: Components of this dissertation.

1. A flash resource manager (GREM [20]) to dynamically allocate flash resources across multiple clients due to workload changes.
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2. A replication manager (AutoReplica [21][22]) to address the reliability and accessibility requirements by automatically selecting remote SSDs from neighboring node(s) to backup local SSD cached data.

3. An automatic data placement manager (AutoTiering [23]) to handle VM allocation and migration in an all-flash multi-tier datacenter based on VMware’s ESXi.

4. An online workload allocation algorithm (minTCO [24]) for all-flash datacenter storage systems, to minimize the TCO with the consideration of capital and operational costs, and the estimated lifetime of SSD devices under different workloads, resource restrictions and SLAs.

5. A novel NVMe deployment framework called “H-NVMe” [25] to improve the I/O stack of a virtualized storage system, to best utilize the high parallelism of current cutting-edge NVMe SSD devices.

6. A new cache scheme [26] for modern multi-stage big data platforms (such as Apache Spark) with the consideration of each intermediate dataset’s arrival and reuse rate, and recomputing and fetch cost.

1.5 Dissertation Organization

The remainder of the dissertation is organized as follows. Chapter 2 provides a brief overview of the background and related work of this dissertation. Chapter 3 focuses on SSD-HDD hybrid storage systems. Sec. 3.1 introduces our novel SSD resource management scheme GREM to allocate a suitable amount of SSDs to heterogeneous VMs. Sec. 3.2 then presents our replication manager in SSD-HDD hybrid storage clusters. In Chapter 4 we discuss resource management schemes in all-flash datacenter storage systems. Sec. 4.1 demonstrates our automatic data placement manager “AutoTiering” which handles VMDK allocation and migration in an all-flash multi-tier datacenter. Sec. 4.2 introduces the novel online workload allocation algorithm “minTCO” which strives to reduce the TCO of all-flash datacenter with the consideration of flash endurance and write amplification. In Chapter 5 we discuss storage resource optimization in big data platforms. Sec. 5.1 proposes a hybrid framework of NVMe-based storage system called “H-NVMe” to simplify the I/O stack in virtual machine hypervisor. Sec. 5.2 shows an adaptive algorithm to automates the decision of cache or re-compute intermediate datasets in Apache Spark platform. We finally draw the conclusion and present our future work in Chapter 6.
Chapter 2

Background and Related Work

Substantial work has been done to improve I/O operations, reliability, and modeling total cost of ownership in datacenters at both hardware and software levels. In this chapter, we discuss the background knowledge as well as the evolutionary inclination towards our work.

2.1 Storage Technology Overview

The storage technology is the means of maintaining digital data in form of binary information, and plays a key role in the latency of a device. In this subsection, we discuss the evolution of storage device, NVMe SSD, write amplification and endurance.

2.1.1 Storage Device Evolution

In HDD devices, data is stored in form of sequential changes in the direction of magnetization in a thin film of ferromagnetic material on a disk. Reading and writing to such a device has mechanical nature of the rotating disks and moving heads [27]. Later on, flash memory cells came into play, and a new trend of storage technology formed by introducing flash-based SSDs. Since flash memory cells need to be erased before storing new data, a Flash Translation Layer (FTL) makes SSDs to present HDD-like I/O interface to an operating system. Even though the latency of an SSD varies under different workloads because of FTL, it is orders of magnitude faster than HDDs. As a result, the new trend in developing SSD devices is rapidly going on to provide cheap storage devices with large storage capacity. There have been a large number of studies on other Storage Class Memory (SCM) including Phase-Change Memory (PCM) [28], Resistive RAM [29], and 3D XPoint [30], which use these storage devices either as primary storage in form of Non-Volatile
Dual In-line Memory Module (NVDIMM) \[31, 32\], or as secondary storage in form of SSDs \[33, 34\]. The ultimate goal of developing SCM is to provide near-DRAM latency and also to maintain data persistently. Up to 2017, there is no matured SCM in the market other than flash-based SSDs which will to replace HDDs very soon. Modern SSDs tend to exploit the parallelism of multiple flash chip, and reorder I/O requests for better scheduling \[35\], in order to amortize per-request latency overhead and achieve high bandwidth by performing concurrent data transfers.

On the other hand, with the emergence of new and fast storage technologies, hardware I/O bus interface also has experienced significant upgrades to facilitate the use of these modern technologies. Parallel ATA interface (i.e., IDE) has become outdated as it was standardized for slow HDDs with a few megabytes of data transfer per second. Recent fast storage devices usually support Serial ATA (SATA) with a few gigabytes per second transfer rates. However, new storage devices demand much higher transfer rates. The maximum I/O bandwidth is determined by the I/O bus interface which is migrating from IDE and SATA toward Peripheral Component Interconnect (PCI) Express and is expected to support up to 128 GB/s by 2019 in PCI Express (PCIe) 5.0 \[36\].

### 2.1.2 Non-Volatile Memory Express SSD

Since the 1990s, flash-based memory and SSDs have inherently strong points compared to a traditional hard disk. Recently, flash-based SSDs are widely adopted in datacenter storage system as it has several selling points, including its fast access speed, non-volatility, shock resistance, and low power consumption. In the past, SATA, Serial Attached SCSI (SAS) or Fibre Channel buses were most common interfaces for SSDs. According to the enterprise storage system marketplace, SATA is the most typical way for interfacing SSDs and Operating Systems (OSs). Also, there were a few numbers of PCIe-based bus interfaces for high-end SSDs, but they use non-standard specification interfaces. After standardizing a universal interface of SSDs, the OS may only need one driver to interact with all SSDs. It is no longer needed to use additional resources to develop specific interface drivers. Around 2011, Non-Volatile Memory Express (NVMe) \[37\] is a released as a scalable host controller interface designed for both enterprise and client systems to use SSDs over PCIe. Recent NVM-Express standard \[38\] abridges the I/O path with several deeper queues. It provides a device driver which bypasses the block layer and the Small Computer System Interface (SCSI) I/O subsystem. This driver directly issues the requests to a deeper hardware queue (up to 64K in depth) which enervates the need for background queue running context in the I/O completion path. Consequently, host hardware and software can fully exploit the highest levels of parallelism
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offered by modern SSDs which form a single unit that plugs into the PCIe bus. In this regard, a new log-structured file system called “NOVA” [39] is proposed to maximize performance on hybrid memory systems while providing strong consistency guarantees. Studies [40,41] characterize the performance of persistent storage option (through data volume) for I/O intensive and dockerized applications for NVMe SSDs. Study [42] further conduct performance analysis of non-volatile memory host controller interface in high-performance I/O systems.

2.1.3 SSD Write Amplification and Endurance

Flash devices have a unique property that they cannot be re-written unless they have been erased. Also, the minimum granularity of an erase operation is in the order of MBs (e.g., blocks), while the granularity of writes is much smaller, in the order of KBs (e.g., pages). Meanwhile, flash devices have limited write life cycles. Thus, for the purpose of wear-leveling, the logical address space in flash devices is dynamically mapped to the physical space and the mapping changes with every write. Specifically, flash devices have a software called FTL running on them to manage the erase before re-write and wear-leveling requirements. The FTLs have to schedule periodic garbage collection events to de-fragment their write data. These garbage collection events can lead to extra writes that have not been generated by the host. Additionally, SSD reserves a user-invisible space (i.e., over-provision), which is helpful to reduce the write amplification during these above-mentioned events to some extent. However, since flash devices have limited write-erase cycles, the mismatch between the two (logical and physical) types of writes can still cause the SSD to fail much more quickly than expected. Moreover, as illustrated in Fig. 2.1 each I/O has to go through multiple intermediate buffers and queues with locks along multiple levels from the application, the operating system, to the SSD device. All of these above-mentioned factors cause the write amplification in SSD, which is an undesirable phenomenon where the actual amount of data written to the device is larger than the logical amount of data written by a workload. To measure the write amplification degree caused by these facts, a commonly used metric is Write Amplification Factor (“WAF”, henceforth referred to as “A” and “WA”). We define A as the ratio between the total physical write data written by the SSD and the total logical data written by the workload: $A = \frac{W_P}{W_L}$, where $W_L$ denotes the logical write amount (in bytes) and $W_P$ denotes the physical, device-level I/O writes as seen by the SSD (also in bytes). Large values of $A$ lead to increase I/O latency, shorten the SSD’s working lifetime, and increase power consumption.

A lot of researches have been done to model the WAF function. For example, analytical
models [43, 44, 45] for WAF build the relationship between workload characteristics and WAF-based on different garbage collection policies (i.e., cleaning algorithms) and the impacts of the hot and cold data distribution [46]. However, these models ignore a factor, sequential ratio, which is becoming increasingly important, especially in the NoSQL database community, traffic patterns of workloads in terms of sequential and random ratio experienced by the SSD [47]. With the proliferation of log structured merge tree (LSM tree) based NoSQL databases, there is a lot of uptick in the amount of sequential traffic being sent to the SSDs. LSM-tree-based databases capture all the writes into a large in-memory buffer, and when the buffer is full, all cached data will be flushed to disk as a large, multi-gigabyte sequential write [48]. Another similar case is write-intensive workloads that execute within virtual machines and Docker containers, where most of the write traffic to the SSD is usually sent out as large, sequential writes [49, 50, 51]. Hence, it is becoming increasingly essential to understand the WAF, performance of SSDs, device wearout, and most importantly, the total owning cost of datacenters from a workload-centric view.

2.2 I/O Management Technology Overview

Historically, a common solution to improve the HDD’s I/O throughput is expanding parallelism. RAID is a matured methodology to this end, which combines multiple physical disk drive components into a single logical unit and distributes data across disk drives. However, because
of the mechanical binding essence of HDDs, the improvement brought by parallel I/Os is still limited. Another solution is to associate a memory space (i.e., DRAM) to each application of the server host for caching hot data, and leave cold data to the back-end storage pool. However, this solution is not affordable in the big data era, because DRAM is capacity-limited, volatile, and expensive while there are a huge amount of I/Os and spatial capacity requests generated by cloud applications. Simply relying on HDD or DRAM cannot solve the problem, so we discuss some substantial flash-based caching and tiering solutions aiming to improve I/O operations in the following subsections.

2.2.1 Caching and Tiering Solutions in Hybrid Systems

An SSD can be used either as a cache for HDD or as a distinct storage tier. The main difference is that the cache approach has two copies of the hot data, one in the SSD and one in the HDD (two copies are synced under the write through policy, and are not synced under the write back policy), while the tiering approach simply migrates data between tiers and only keeps one version of the dataset. Host-side caches are being widely accepted in modern storage systems. ARC [52] and LRU-K [53] are commonly used caching algorithms that consider the frequency and recency of workloads. Inspired by ARC and based on Clock [54], CAR and CART [55] are developed to inherit virtually all advantages of ARC, but not serialize cache hits behind a single global lock. [56] uses SSD as a disk cache and adopt wear-level aware replacement policy based on LRU. SieveStore [57] is a selective and ensemble-level disk cache by using SSDs to save the popular dataset. A hybrid storage system, called “Hystor” [58], is developed to fit the SSD into the storage hierarchy. Hystor identifies the performance- and semantically-critical data and retains these data to SSD. Argon [59] partitions the memory cache among different services, providing performance isolation with respect to the hit of each service. The difference between Argon and our work is that Argon optimizes the cache hit rate for individual service, while we strive to optimize both the overall cache utilization and I/O hit ratio. Jigsaw [60] is a CPU cache partitioning solution, which mainly focuses on resource constrains (i.e., compute and storage). mClock [61] follows the proportional-share fairness approach which subjects to minimum reservations and maximum limits on the I/O allocations for VMs. S-Cave [62] is hypervisor-based optimization design which is based on runtime working set identification, while we are focusing on exploring a different dimension by monitoring changes in data locality, burstiness, and I/O popularity. vCacheShare [63] presents a dynamic, self-adaptive framework for automated server flash cache space allocation in virtualization environments. However, it only treats SSD as a read-only cache and bypasses write I/Os to the disk, which unfortunately degrades the overall
hit ratio. A new allocation model based on the notion of per-device bottleneck sets is proposed in [2]. With the aim of further reducing the overall capacity, study [64] is proposed to periodically recompute VM assignments in every few hours.

### 2.2.2 Data Placement in Multi-Tier All-Flash Systems

SSD-HDD based solutions may work for a limited number of users (VMs) with mediate I/O intensity and small working set size, but for the era of super-scale clusters (e.g., cloud computing, IoT in 5G network), the I/O bottleneck gets mitigated, but not resolved [57]. The main reason is that in both SSD-HDD caching and tiering approaches, there still exists a huge performance gap between SSDs and HDDs. With the decreasing price and increasing capacity of SSDs, a promising solution to quench this gap is to setup an all-flash datacenter which is becoming a reasonable solution in the near future. We summarize the specs of SSDs with different ends available in the market by July 2017 in Table 2.1. As we can see, an all-flash multi-tier solution can be built from different SSDs with different specialties, e.g., super-performance tier with 3D XPoint SSD [30], high-performance tier with NVMe and SLC SSDs, and large-capacity tier with MLC and TLC SSDs [65].

<table>
<thead>
<tr>
<th>SSD Type</th>
<th>Cost ($/GB)</th>
<th>Max Size (Bytes)</th>
<th>Read Time (µs)</th>
<th>Write Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D XPoint</td>
<td>4.50</td>
<td>375G</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>NVMe</td>
<td>0.57</td>
<td>3.2T</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>SLC SATA3</td>
<td>0.64</td>
<td>480G</td>
<td>25</td>
<td>250</td>
</tr>
<tr>
<td>MLC SATA3</td>
<td>0.30</td>
<td>2T</td>
<td>50</td>
<td>750</td>
</tr>
<tr>
<td>TLC SATA3</td>
<td>0.28</td>
<td>3.84T</td>
<td>75</td>
<td>1125</td>
</tr>
</tbody>
</table>

Table 2.1: Performance and cost of different SSDs in July 2017.

Few studies have been conducted that are focusing on tiering solution in all-flash storage systems. Study [34] presents a study of caching and tiering approaches by evaluating phase change memory for enterprise storage systems. With the aim of further reducing the overall capacity in a multi-tier storage system, study [64] is proposed to periodically recompute VM assignments. Study [66] introduces mathematical model formulations for big data application performance and migrating VMs among tiers, with the aim of minimizing the overhead of data migration. Recently, Petersen et al. develop a hybrid flash arrays for HPC storage systems [67] which only buffers small I/Os while allowing large sequential I/Os to access the flash devices directly.
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2.2.3 I/O Stack in VM Hypervisors

As the hardware latency constantly decreases, many studies have been conducted to diminish the storage stack latency, along the way. There is a tremendous number of researches trying to reduce the kernel overhead by eliminating unnecessary context processing [68, 69, 70], employing a polling mechanism instead of interrupts [71, 72, 68, 70], and performance isolation [73, 74]. Shin et al. [68] present a low-level hardware abstraction layer interface which curtails scheduling delays caused by extra contexts to optimize the I/O path. Yu et al. [69] demonstrate six optimization schemes to fully utilize the high performance introduced by fast storage devices. The proposed schemes in [69] rely on a hardware support to expand parallelism inside the SSD. Similar to [68], they also eliminate context switches in the I/O path. Additionally, they exploit polling I/O completion, merging I/O, and double buffering. Likewise, Yang et al. [71] compare polling-based and interrupt-based I/O paths, and eventually come up with the fact that synchronously polling model for I/O completion is much faster in the era of non-volatile memories and very fast SSDs. Multistream [75, 76] is also a new technology to separate I/O streams based on their characteristics to fully utilize those NVMe queues in the I/O path.

To maximize parallelism further, P. Kumar and H. Huang [77] propose Falcon which is a single flush thread per drive, instead of per volume, and separates I/O batching and I/O serving in the storage stack. Studies [78] investigated a data deduplication technique to improve the performance of modern datacenters. Similarly, M. Lee et al. [79] propose isolating read and write request through separate I/O queues with the aim of eliminating write interference on read performance in NVMe SSD. Besides the above design towards optimizing the I/O path, the kernel also imposes overhead to the storage stack. To address this issue, researchers have suggested to grant direct access to the user applications without involving the kernel. Caulfield et al. [72] present a new hardware/software architecture which achieves high performance by skipping the kernel involvement and leaving the file-system permission checking phase to the hardware (i.e., their special storage device, Moneta [80]). Aerie [81], another flexible file-system, is introduced by Volos et al. to expose the storage devices to user applications for accessing without kernel interaction. HJ Kim et al. propose NVMeDirect [70] which is a user I/O framework allowing user applications directly access commercial NVMe SSDs by associating NVMe I/O queues to them upon request.
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2.2.4 I/O Workload Analysis

Effective workload studies can imply the accurate modeling, simulation, development, and implementation of storage systems. For example, [82] presents an energy proportional storage system by effectively characterizing the nature of I/O access on servers using workloads from three production systems. [83] introduces 12 sets of long-term storage traces from various Microsoft production servers and analyzed trace characterizations in terms of block-level statistics, multi-parameter distributions, file access frequencies, and other more complex analyses. [84] captures I/O workload traces from actively-used production storage systems, all of which revealed surprisingly high levels of content similarity for both stored and accessed data. In Study [85], the authors analyze the workloads collected traces capture over 284 billion requests from five different Facebook Memcached use cases over several days. They focus on request composition, size, and rate; cache efficacy; temporal patterns; and application use cases. Study [86] uses data traces obtained from a real data center to develop such capabilities, and introduce a method based on Hidden Markov Modeling to characterize the temporal correlations in the discovered VM clusters and to predict variations of workload patterns. Study [87] proposes a distributed VM I/O performance measurement and analysis framework.

2.2.5 Memory Management in Big Data Platforms

In the era of big data, a large amount of data is needed to be analyzed and processed in a small amount of time. To meet the requirement, two types of in-memory processing systems are proposed [88]. The first type is data analytics system which is focusing on batch processing such as Spark [4], Hadoop [19], SINGA [89], Giraph [90], and GridGain [91]. The second type is real-time data processing systems such as Storm [92], Spark Streaming [93], MapReduce Online [94]. Meanwhile, memory management is also a well-studied topic across these in-memory processing systems. Memcached [95] and Redis [96] are highly available distributed key-value stores. Megastore [97] offers a distributed storage system with strong consistency guarantees and high availability for interactive online applications. MemTune [98] is a dynamic memory manager based on workload memory demand and in-memory data cache needs. A number of studies have also been done for modeling the multi-stage frameworks. Study [99] compares the performance in both time and memory cost between Hadoop and Spark, and concludes that Spark is, in general, faster than Hadoop in iterative operations but Spark has to pay for more memory consumption. Study [100] presents an efficient application-aware storage system for Hadoop platform with heterogeneous
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clusters. Study [101] proposes a simulation driven prediction model that can predict job performance with high accuracy for Spark. A novel analytical model is designed in study [102], which can estimate the effect of interference among multiple Spark jobs running concurrently on job execution time. There are some heuristic approaches to evict intermediate data in big data platform. Least Cost Strategy (LCS) [103] evicts the data which lead to minimum recovery cost in future. Least Reference Count (LRC) [104] evicts the cached data blocks whose reference count is the smallest where the reference count dependent child blocks that have not been computed yet. Weight Replacement (WR) [105] is another heuristic approach to consider computation cost, dependency, and sizes of intermediate datasets. ASRW [106] uses RDD reference value to improve the memory cache resource utilization rate and improve the running efficiency of the program. Meanwhile, researchers also focus on the computing and storing costs problem in online services. Study [107] develops cost metrics to compare storage vs. compute costs which further suggest when to use a transcoding on-the-fly solution can be more cost-effective. Weighted-Rank Cache replacement Policy (WRCP) [108] uses parameters as access frequency, aging, and mean access gap ratio and such functions as size and cost of retrieval. However, these heuristic approaches do use optimization frameworks to solve the problem, and they are only focusing on one single job, and ignoring cross-job intermediate dataset reuse.

2.3 Reliability Technology Overview

Besides performance, the need for reliable infrastructure to store the information necessitates the continual advancement of information technology solutions addressing data storage system performance and reliability. In the following subsections, we discuss the background knowledge of datacenter reliability.

2.3.1 Replication Management

Replicas are useful in an incident of data loss for recovery [109]. Data loss can be incurred by many factors such as software-hardware failure, natural disasters at data center location [110], power surge, etc. Moreover, when there are more highly-visited files gathered in some nodes with poor storage capacity, it will cause a hot issue which may reduce the overall performance of the system. As a result, replication is used to guarantee performance in such a critical situation. Facebook’s implementation [13] based on Apache Hadoop Distributed File System (HDFS) constrains the
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placement of replicas to smaller groups in order to protect against concurrent failures. MongoDB [12] is a NoSQL database system that uses replicas to protect data. Its recovery scheme is based on the election among live nodes. Copyset [111] is a general-purpose replication technique that reduces the frequency of data loss. [112] designed a novel distributed layered cache system that is built on the top of the HDFS. Studies [113, 114, 115, 116] focus on solving the reliability problem for big data platforms through enhancing scheduling schemes. Replication creation strategy based on the file heat is proposed in [117] to solve the problem of uneven distribution of data in auto-sharing and hybrid clouds. Study [118] focuses on the dynamic replica placement and selection strategies in the data grid environment. [119] proposes a replication strategy based on the access pattern of files in order to optimize load balancing for large-scale user access in cloud-based WebGISs. [120] highlights the challenges involved in making a replica selection scheme explicitly cope with performance fluctuations in the system and environment. Apart from replica creation, control and management of generated replica are important to maintain the good performance of distributed storage [121]. Authors of [122] develop an automated method for identifying and repairing logical data discrepancies between database replicas in a database cluster. Triple-H [123] is a hybrid design to minimize the I/O bottlenecks in HDFS and ensure efficient utilization of heterogeneous storage devices on HPC clusters. [124] analyzes the interaction of clustering and replication in hierarchical architectures working at CDN- and RAN- level. Recently, [125] presents a formal definition of variants of the replica placement problem.

2.3.2 Total Cost of Ownership

Few prior studies that have focused on the long-term costs of SSD-intensive storage systems so far, especially in the context of datacenters. In fact, majority of the existing literature investigates SSD-HDD tiering storage systems. Some of them do not consider the SSD replacement cost in their total cost calculation [126, 127]. Study [128] develops a physically-accurate model of flash memory reliability to increase the endurance limit of flash. Study [129] builds a cost model that also considers the lifetime cost of ownership including energy and power costs, replacement cost, and more. They assume that the “trade-in” value of the disk is a linear function of its available write cycles. Study [130] designs a tiered object store for the cloud. The resulting hybrid store exposes the tiering to tenants with a dynamic pricing model that is based on the tenant’s usage and the provider’s desire to maximize profits. Meanwhile, in terms of budget-driven workload allocation method, [131] recently presents a systematic way to determine the optimal cache configuration given a fixed budget.
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based on frequencies of read and write requests to individual data items. Cui et al. [132] propose a TCO model of datacenter considering five major costs: infrastructure, server acquisition, power utilization, networking equipment, and maintenance cost. Study [133] discusses modeling NVMe workload for optimizing TCO. However, it only addresses the online and per-I/O-request scheduling problem by minimizing the “cost” in terms of workload latencies.
Chapter 3

Hybrid Datacenter Storage Systems

In this chapter, we discuss the SSD-HDD hybrid datacenter storage system management problems. There are two major demands when building the storage infrastructure for a modern datacenter cluster: (1) high I/O and network throughput requirement during runtime, and (2) low latency demand for disaster recovery.

To effectively leverage Flash resources to improve I/O performance, we first present a on-demand flash resource dynamic allocation manager (GREM) to share SSD resource across multiple clients due to workload changes in Sec. 3.1. GREM divides the SSD resources into two zones to cache long-term reusable data and short-term I/O bursts, respectively. GREM also dynamically adjusts the size of each zone and each VM’s reserved size in the first zone to effectively optimize SSD-HDD I/O updating costs.

To ensure proper replication and reliability of data from different types of disasters, we then propose a replication manager (AutoReplica) to address the reliability and accessibility issues by automatically select neighbor node’s SSD to backup local SSD cached data in Sec. 3.2. AutoReplica also has three approaches (i.e., ring, network, and multiple-SLA network) to automatically build/rebuild the cross-node replica structure. AutoReplica automatically balances loads among nodes, and can conduct seamless online migration operations (i.e., migrate-on-write scheme), instead of pausing the subsystem and copying the entire dataset from one node to the other. Lastly, AutoReplica supports parallel prefetching from both primary node and replica node(s) with a new dynamic optimizing streaming technique to improve I/O performance.
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3.1 On-demand Flash Resource Dynamic Allocation

3.1.1 Motivation

In a virtualized storage system, SSDs are commonly shared by multiple VMs with heterogeneous I/O workloads and caching requirements. An effective resource management scheme should absorb hot data in SSDs, ensure good performance isolation across VMs, and maintain high resource utilization of SSDs. To achieve this goal, we need to thoroughly understand I/O access patterns of heterogeneous VM workloads and dynamically allocate SSDs among these VMs according to I/O workload changes. Therefore, in this subsection, we present our analysis of I/O access patterns in real production systems, and discuss the limitations of two straightforward approaches.

3.1.1.1 Understanding I/O Access Patterns

We studied a suite of real I/O traces to analyze and understand I/O access patterns in enterprise production systems.

[MSR Cambridge] One week I/O block traces collected by MSR Cambridge in 2007 \[134\]. In these I/O traces, each data entry describes an I/O request, including timestamp, disk number, logical block number (LBN), number of blocks and the type of I/O (i.e., read or write). There are 36 traces from MSR-Cambridge, which includes a variety of workloads.

[FIU] Two sets of I/O block traces collected by Florida International University (FIU) \[84\]. FIU IODedup contains collected downstream of an active page cache for three weeks in 2008. FIU SRCMap covers I/O accesses from an email server, a virtual machine monitor running two web servers, and a file server workload during 2008-2009.

[UMASS] Two financial I/O traces (Fin1 and Fin2) from OLTP applications running at large financial institutions and three I/O traces (WebSch1, WebSch2 and WebSch3) from a web search engine \[135\].

Table 3.1 shows some statistical results of selected I/O traces, including:

- **Hit Ratio**: the percentage of I/Os that are hit in SSDs under the LRU algorithm with a fully associative cache of 4KB cache line and 1GB cache size.

- **Working Volume (WV) Size**: the total amount of data (in bytes) accessed in the disk.

- **Working Set (WS) Size**: the total address range (in bytes) of accessed data, which is the unique set of WV. A large working set covers more disk space. If the cache size is larger than or equal to
### Table 3.1: Statistics for selected MSR-Cambridge, FIU and UMASS workloads.

<table>
<thead>
<tr>
<th>Group</th>
<th>Trace Name</th>
<th>Hit (%)</th>
<th>WV (GB)</th>
<th>WS (GB)</th>
<th>Seq (%)</th>
<th>Wr (%)</th>
<th>Peak IOPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSR-F1</td>
<td>mds0</td>
<td>90.84</td>
<td>67.83</td>
<td>6.43</td>
<td>32.50</td>
<td>88.11</td>
<td>207.02</td>
</tr>
<tr>
<td></td>
<td>stg0</td>
<td>89.28</td>
<td>21.63</td>
<td>13.21</td>
<td>42.43</td>
<td>84.81</td>
<td>187.01</td>
</tr>
<tr>
<td></td>
<td>usr0</td>
<td>88.25</td>
<td>31.81</td>
<td>7.49</td>
<td>64.38</td>
<td>59.58</td>
<td>138.28</td>
</tr>
<tr>
<td></td>
<td>src12</td>
<td>85.63</td>
<td>16.00</td>
<td>5.14</td>
<td>42.45</td>
<td>74.63</td>
<td>143.51</td>
</tr>
<tr>
<td>MSR-F2</td>
<td>hm0</td>
<td>91.34</td>
<td>27.88</td>
<td>9.03</td>
<td>33.76</td>
<td>64.50</td>
<td>271.65</td>
</tr>
<tr>
<td></td>
<td>prn0</td>
<td>85.16</td>
<td>132.65</td>
<td>32.74</td>
<td>38.71</td>
<td>89.21</td>
<td>254.55</td>
</tr>
<tr>
<td></td>
<td>web0</td>
<td>77.14</td>
<td>67.82</td>
<td>14.91</td>
<td>40.37</td>
<td>70.12</td>
<td>249.67</td>
</tr>
<tr>
<td></td>
<td>web1</td>
<td>54.25</td>
<td>135.66</td>
<td>8.68</td>
<td>84.57</td>
<td>45.89</td>
<td>146.44</td>
</tr>
<tr>
<td>MSR-U</td>
<td>stg1</td>
<td>34.59</td>
<td>203.47</td>
<td>162.03</td>
<td>85.64</td>
<td>36.25</td>
<td>197.75</td>
</tr>
<tr>
<td></td>
<td>usr2</td>
<td>19.48</td>
<td>1060.78</td>
<td>763.12</td>
<td>77.64</td>
<td>18.87</td>
<td>584.50</td>
</tr>
<tr>
<td></td>
<td>web2</td>
<td>6.2</td>
<td>339.16</td>
<td>152.65</td>
<td>85.43</td>
<td>85.43</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>src21</td>
<td>2.82</td>
<td>339.15</td>
<td>41.63</td>
<td>89.50</td>
<td>2.14</td>
<td>303.64</td>
</tr>
<tr>
<td>FIU-F1</td>
<td>wbusr1</td>
<td>83.78</td>
<td>15.22</td>
<td>0.32</td>
<td>62.29</td>
<td>99.97</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>wbrsh5</td>
<td>74.92</td>
<td>15.75</td>
<td>0.41</td>
<td>73.23</td>
<td>100.00</td>
<td>31.64</td>
</tr>
<tr>
<td></td>
<td>wbmal4</td>
<td>70.8</td>
<td>36.48</td>
<td>5.87</td>
<td>48.28</td>
<td>85.20</td>
<td>136.25</td>
</tr>
<tr>
<td></td>
<td>wbmal5</td>
<td>70.18</td>
<td>36.35</td>
<td>4.39</td>
<td>49.89</td>
<td>87.26</td>
<td>156.63</td>
</tr>
<tr>
<td>FIU-F2</td>
<td>hm4t3</td>
<td>83.38</td>
<td>283.40</td>
<td>1.65</td>
<td>87.22</td>
<td>99.91</td>
<td>467.58</td>
</tr>
<tr>
<td></td>
<td>hm4t1</td>
<td>76.97</td>
<td>264.61</td>
<td>1.67</td>
<td>41.95</td>
<td>92.66</td>
<td>118.98</td>
</tr>
<tr>
<td></td>
<td>wbusr3</td>
<td>75.98</td>
<td>15.75</td>
<td>3.55</td>
<td>69.11</td>
<td>87.48</td>
<td>129.10</td>
</tr>
<tr>
<td></td>
<td>mal1c1</td>
<td>72.04</td>
<td>557.74</td>
<td>36.27</td>
<td>94.96</td>
<td>88.35</td>
<td>488.93</td>
</tr>
<tr>
<td>FIU-U</td>
<td>hm2i1</td>
<td>41.41</td>
<td>258.32</td>
<td>15.68</td>
<td>61.77</td>
<td>76.31</td>
<td>284.06</td>
</tr>
<tr>
<td></td>
<td>hm2i2</td>
<td>28.04</td>
<td>391.50</td>
<td>5.27</td>
<td>74.19</td>
<td>91.45</td>
<td>371.74</td>
</tr>
<tr>
<td></td>
<td>hm3m3</td>
<td>26.79</td>
<td>37.25</td>
<td>0.48</td>
<td>82.65</td>
<td>99.17</td>
<td>39.36</td>
</tr>
<tr>
<td></td>
<td>hm3m2</td>
<td>17.23</td>
<td>36.49</td>
<td>0.04</td>
<td>80.27</td>
<td>99.85</td>
<td>1.88</td>
</tr>
<tr>
<td>UMass-F</td>
<td>Fin1</td>
<td>99.07</td>
<td>1289.06</td>
<td>1.08</td>
<td>32.52</td>
<td>76.84</td>
<td>218.59</td>
</tr>
<tr>
<td></td>
<td>Fin2</td>
<td>98.51</td>
<td>1.16</td>
<td>1.11</td>
<td>11.79</td>
<td>17.65</td>
<td>159.94</td>
</tr>
<tr>
<td>UMass-U</td>
<td>WebSch1</td>
<td>6.08</td>
<td>33.35</td>
<td>18.37</td>
<td>1.78</td>
<td>0.02</td>
<td>355.38</td>
</tr>
<tr>
<td></td>
<td>WebSch2</td>
<td>6.3</td>
<td>33.35</td>
<td>18.98</td>
<td>3.71</td>
<td>0.02</td>
<td>375.02</td>
</tr>
<tr>
<td></td>
<td>WebSch3</td>
<td>6.15</td>
<td>33.35</td>
<td>19.21</td>
<td>14.62</td>
<td>0.03</td>
<td>245.09</td>
</tr>
</tbody>
</table>
a workload’s $WS$, then the I/O hit ratio of this workload can be close or equal to 100% under the LRU caching algorithm [136].

- **Sequential Ratio** ($\text{Seq}$): the amount (in bytes) of total sequential I/Os (both read and write) divided by the total I/O amount (in bytes). In general, SSDs have better performance under sequential I/Os than under random I/Os.

- **Write I/O Ratio** ($\text{Wr}$): the number of write I/Os divided by the total number of I/Os.

- **Peak Throughput** (IOPS): the peak throughput of the I/O workload (with the sampling window of 5 min).

As shown in Table 3.1, high variance can be found in I/O hit ratios across different I/O workloads. For example, the I/O hit ratio is more than 90% under the MSR-hm0 workload while the I/O hit ratio under the MSR-src21 workload is less than 3%. We thus coarsely classify these I/O workloads into two categories: (1) **cache-friendly** workloads (e.g., MSR-hm0, UMASS-Fin1) always obtain high I/O hit ratios, while (2) **cache-unfriendly** workloads (e.g., MSR-web2, FIU-hm2i1) have relatively low I/O hit ratios. We observe that the working set (i.e., the unique data blocks) in cache-friendly workloads (denoted as "F" in Table 3.1) is usually small, which indicates high spatial locality (i.e., high reuse ratio, defined as $\frac{WV}{WS}$), and thus is highly likely to be cached and hit in SSDs. In contrast, cache-unfriendly workloads (denoted as "U" in Table 3.1) often have large working volume sizes (see the WV column in Table 3.1) and working set sizes (see the WS column in Table 3.1). This observation motivates that we should differentiate these two classes of workloads by reserving a particular amount of SSD resources for VMs that have cache-friendly workloads to hold their popular data blocks. Moreover, the reserved SSDs do not need to be too large to guarantee high hit ratios of VMs with cache-friendly workloads since their working set sizes are usually small.

Fig. 3.1 further shows the runtime working set sizes ($WS$) of two MSR workloads during every 5 min epoch. We observe that cache-unfriendly workloads (see plot (b) in Fig. 3.1) have more I/O spikes (i.e., a large amount of unique data blocks accessed during a short period of time) than cache-friendly workloads (see plot (a) in Fig. 3.1). These I/O spikes in cache-unfriendly workloads are much more frequent, which can dramatically degrade I/O hit ratios due to the first-time cache miss and even worse pollute the critical data in SSDs. This observation implies that VMs with cache-unfriendly workloads need to be assigned with a large amount of SSDs during their bursty periods to absorb and handle their bursty I/Os for improving their hit ratios. However, to avoid severe cache pollution, allocated SSDs should not overlap the reserved SSDs for cache-friendly workloads.
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Figure 3.1: Examples of bursty I/Os (e.g., runtime working set sizes) under (a) cache-friendly workload \textit{mds0} and (b) cache-unfriendly workload \textit{usr2}.

Therefore, a new SSD resource management scheme is needed to discriminate cache-friendly and cache-unfriendly workloads and improve I/O performance for both types of workloads.

3.1.1.2 Limitations of Straightforward Approaches

Two straightforward approaches can be used to allocate SSD resources among multiple VMs. The first approach (referred to as “\textit{performance isolation}”) is to proportionally reserve SSD resources for each VM in the system such that all VMs are purely isolated in using their own assigned SSD resources. Different cache replacement algorithms (e.g., LRU \cite{53}, CAR \cite{55}, DellFluid \cite{137}, Mercuy \cite{138}, and SCE \cite{139}) can be used by each VM to cache their recently accessed data blocks and the caching management is fully affected by their own workload changes. In contrast, the second approach \cite{140,141} (referred to as “\textit{fair competition}”) manages SSD resources in a fair competition mode by allowing all VMs to freely use or share the entire SSDs. A caching algorithm is usually used to centrally decide which data blocks should be held in SSDs for all VMs. Consequently, the caching management is inevitably interfered by the intensity of all workload changes.

However, we find that neither of these approaches can fully utilize the benefits of SSDs when some of VMs have bursty I/O workloads during runtime. To understand the limitations of these two approaches, we run trace-driven experiments by replaying a mix of real I/O workloads and investigating the assignment of SSD resources to each VM (or each workload) across time duration about one week. We find that although the first approach (i.e., \textit{performance isolation}) is able to avoid
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performance interference, VMs with bursty I/Os, unfortunately, have no chance to obtain more SSD resources during their bursty periods. Each VM keeps the fixed amount of SSDs during their runtime.

![Figure 3.2: Runtime SSD allocation among VMs under fair competition.](image)

On the other hand, the second approach solves this issue by allowing all VMs to compete SSDs based on their present I/O demands. As shown in Fig. 3.2, VMs (e.g., cache-unfriendly workloads web2 and usr2) occupy more SSD resources when there are I/O spikes in their workload. Thus, their I/O hit ratios are improved and the overall utilization of SSD resources is increased as well. However, we notice that under this approach, VMs with bursty I/Os might occupy a large amount of the SSD resources (e.g., web2 at epoch 900 in Fig. 3.2) during their bursty periods by evicting other cached data, which might pollute critical caching of VMs with cache-friendly workloads and then degrade their I/O hit ratios.

3.1.2 Dynamic Partition Manager

3.1.2.1 Basic Idea of GREM

As observed in Sec. 3.1.1 VMs with cache-friendly workloads can usually achieve high hit ratios when only a small amount of their critical data blocks (i.e., their working sets) are cached in SSDs. However, VMs with cache-unfriendly workloads often have spikes (i.e., a large amount of unique data blocks) of I/Os across time, which can incur a significant amount of cache misses and further pollute the critical caching of other VMs. In order to ensure all VMs benefit from SSDs, we design a new resource management scheme, named GREM, which strives to discriminate different workload types (e.g., cache-friendly and cache-unfriendly workloads) by splitting SSDs into two zones (denoted as “Z_L” and “Z_S” see Fig. 3.3) such that one zone is designed for reserving SSD resources for each VM and the other zone is used to absorb and handle bursty I/Os. GREM manages
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SSD resources underlying the VM page buffer layer, thus it does not need to (reversely) interact with the VM page buffers.

![Diagram](image)

Figure 3.3: Basic structure of GREM.

In particular, we refer “$Z_L$” to as a “Long-term Zone”, which is expected to cache the most popular data blocks for each VM based on their I/O access frequency during a long period. Furthermore, SSD resources in “$Z_L$” are reserved for each VM such that their critical and popular data blocks can be kept in SSDs without any pollution from other VMs, which thus guarantees a high hit ratio from VMs with cache-friendly workloads. We refer “$Z_S$” to as a “Short-term Zone”, where SSD resources are fairly competed among VMs based on the popularities of their recently accessed data during a short period. Consequently, VMs with cache-unfriendly workloads can have a high chance to get SSD resources in $Z_S$ to cache data for their bursty I/Os and achieve an improved I/O hit ratio. Given the total capacity of SSD resources $C_T$, we have

$$C_T = C_{Z_L} + C_{Z_S},$$

where $C_{Z_L}$ and $C_{Z_S}$ denote the capacities of $Z_L$ and $Z_S$, respectively. Furthermore, given $m$ VMs running in the system, each VM $i$ will be assigned with $C_{Z_L}(i)$ SSD resources in $Z_L$ such that $\sum_{i=1}^{m} C_{Z_L}(i) = C_{Z_L}$. Therefore, the design goal of GREM is to determine the proper values of $C_{Z_L}$, $C_{Z_S}$, and $C_{Z_L}(i)$ in order to maximize the overall I/O hit ratio and minimize the I/O cost for operating I/O access and updating SSD content.

3.1.2.2 Dynamically Partition of the Long-term Zone

As introduced in Sec. 3.1.2.1, GREM attempts to reserve SSD resources in $Z_L$ for each VM in order to ensure each VM have their own private SSDs to cache their critical hot data. One straightforward approach is to partition zone $Z_L$ among VMs equally or proportionally, i.e., $C_{Z_L}(i) = C_{Z_L} \cdot w_i$, where $w_i$ is a fixed weight based on the SLA for VM $i$ and $\sum_{i=1}^{m} w_i = 1$, and reserve a fixed amount (i.e., $C_{Z_L}(i)$) of SSDs in $Z_L$ for VM $i$. However, we found that this approach
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Figure 3.4: High level idea of GREM, (a) cache admission and (b) cache eviction.

is ineffective when workloads frequently change and spikes of I/Os occur across time. Reserved SSD resources cannot be fully utilized when some VMs start to have a low I/O access rate and meanwhile other VMs may not be able to obtain sufficient SSDs when they experience bursty I/Os that need to access a large amount of unique data blocks (i.e., large working sets). Therefore, we develop a dynamic partitioning algorithm for GREM to dynamically decide the capacity (i.e., $C_{Z_L}(i)$) for each VM’s reserved SSD space in $Z_L$ based on not only each VM’s access history in a long term but also their I/O workload changes. Here, we assume that the capacities of two zones are fixed, e.g., $C_{Z_L} = C_{Z_S} = C_T/2$. Later, we present a new version of GREM that adjusts the zone sizes in an online mode.

**[Dynamic $Z_L$ Partition and Cache Replacement Solution]** Alg. 1 describes the procedure of GREM, including how GREM periodically updates the content in both $Z_L$ and $Z_S$, and how GREM online adjusts the amount of reserved SSDs in $Z_L$ for each VM. historyBin is a dictionary in which key is bin IDs of all VMs and value is the relative access count for each bin. currEpochBin is the accessed bins of all VMs in the current epoch. shortBin and longBin are the cached bins of all VMs in $Z_S$ and in $Z_L$, respectively. flashBin is those bins need to be cached in the SSD. Fig. 3.4 further shows the procedures of GREM for cache admission and cache eviction. The key idea of GREM is that the amount of reserved SSDs in $Z_L$ for each VM should be proportional to their long-term access behaviors. When the distribution of data bin popularities changes, GREM dynamically adjusts the reservation of SSD resources for each VM in order to fully utilize the $Z_L$ zone. In detail, GREM maintains a long-term I/O access history for all running VMs (i.e., “historyBin” in Fig. 3.4) to record the accumulative I/O popularity statistics for their bins (e.g., each bin size is 1MB). This
Algorithm 1: Dynamic Partition in $Z_L$

1 Procedure GREM()
2     UpdateLongTermZone();
3     UpdateShortTermZone();
4     flashBin = shortBin + longBin;
5     return flashBin;
6 Procedure UpdateLongTermZone()
7     if size(historyBin) $\leq$ size(longBin) then
8         longBin = historyBin.keys;
9     else /* the max number of bins to be cached in $Z_L$ */
10        j = size(longBin);
11        /* the top j popular bins */
12        itemH = number of j bins in historyBin.keys with highest historyBin.values;
13        /* the evicted bins due to newly cached bins */
14        evictBin = bins of longBin which are not in itemH;
15        longBin = itemH;
16     return;
17 Procedure UpdateShortTermZone()
18     if size(longBin) $< size(historyBin) \leq C_T$ then
19         /* Case 1: warming up period */
20         shortBin = the remaining bins of historyBin.keys which are not in longBin;
21     else if size(historyBin) $> size(flashBin)$ then
22         /* Case 2: historyBin, evictBin, currEpochBin and existing bins in shortBin
23            compete in the $Z_S$ */
24         shortBin = bins of shortBin which are also in longBin;
25         currEpochBin = bins of currEpochBin which are also in longBin;
26         if size(currEpochBin) $\geq$ size(shortBin) then
27             j = size(shortBin);
28             shortBin = number of j bins in currEpochBin with highest I/O popularity;
29         else
30             shortBin += evictBin;
31         shortBin = bins of shortBin which are also in currEpochBin;
32         j = size(shortBin) - size(currEpochBin);
33         shortBin = number of j bins in shortBin with highest I/O popularity;
34         shortBin += currEpochBin;
35     return;
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historical information can be saved in the RAM. Similarly, these long-term I/O access records are incrementally updated every time epoch (e.g., every 5 min). An aging function is also used to capture the variation of I/O popularities over time. Recent I/O popularities (i.e., collecting I/O activities in recent time epochs) are assigned with higher weights for contributing more to the accumulative I/O popularity statistics. Once the I/O popularity statistics are updated, GReM selects the most popular bins with their overall size is equal to $C_{Z_L}$, and then sets the amount of reserved SSDs for VM $i$, i.e., $C_{Z_L}(i)$, to the total size of its popular bins that have been selected and cached in $Z_L$ (see Fig. 3.4(a) and lines 6-15 in Alg. 1). By this way, GReM also updates the content of SSDs in $Z_L$ by caching the most popular bins with total size of $C_{Z_L}$. On the other hand, GReM attempts to leverage the recent data access information (i.e., during the current epoch) to update the short-term zone $Z_S$ (see Fig. 3.4(b) and lines 16-33 in Alg. 1). In particular, GReM also records the I/O popularity statistics for all bins that were accessed in the last epoch (i.e., “lastEpochBin” in Fig. 3.4) in the RAM. The most popular bins that have not been cached in $Z_L$ are then cached in $Z_S$. The total size of these cached bins is bounded by $C_{Z_S}$. We notice that it is possible that all accessed bins in the “lastEpochBin” might have the total size less than $C_{Z_S}$. In such a case, GReM further considers to cache the bins that are just evicted from $Z_L$.

3.1.2.3 Dynamical Partition for $Z_L$ and $Z_S$: D_GReM

GReM statically and equally partitions SSDs into two zones, i.e., $C_{Z_L} = C_{Z_S} = \frac{C_T}{2}$. However, we find that such a partitioning unfortunately may not be optimal to general cases. For example, if workloads have a large number of bins being popular only during a short period, then $Z_S$ may not be large enough to handle bursty I/Os that access those bins. This can cause a very low I/O hit ratio and increase the operational costs for caching new bins in $Z_S$. To solve this problem, we design a bursty-detection based partition algorithm that allows GReM to dynamically adjust the sizes of $Z_L$ and $Z_S$. We refer this new version of GReM to as D_GReM. Fig. 3.5(a) depicts the high level sketch of D_GReM consisting of two main components, i.e., bursty detector and strategy switcher. The bursty detector takes the feedbacks of workload changes and cache performance (e.g., I/O hit or I/O miss) as the input to determine if the current workload is bursty or non-bursty. Based on the detected result, the strategy switcher will make different partitioning decisions for improving the SSD resource utilization.
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3.1.2.3.1 Bursty Detection  Basically, bursts or spikes contain a relatively high number of I/O accesses on a large amount of working set data. They often occur within a short time period. The bursty detector is expected to help D_GREM decide (1) when to adjust the partition of SSDs, and (2) how to divide SSD resources between two zones. We find that the capacity adjustment of two zones is needed when the number of popular bins or the working set size significantly changes. Intuitively, the new capacity of each zone should be related with the number of popular bins in the current spike, the bin reuse rates, the bin access history during previous epochs, and the hit counts in the Z_L and Z_S. Therefore, D_GREM uses a sliding window (SW), e.g., 5 min, to record I/O access history for all VMs in recent epochs. Again, this historical information can be kept in the RAM. D_GREM tracks the changes in the working set sizes between the current (i.e., |W_S_{curSW}|) and previous (i.e., |W_S_{prevSW}|) sliding windows. The relative difference between these two sliding windows is then defined as bursty degree (denoted as B_d) as follows.

\[
B_d = \Delta(W_{S_{curSW}}, W_{S_{prevSW}}) = \frac{|W_{S_{curSW}}| - |W_{S_{prevSW}}|}{|W_{S_{curSW}}|}.
\] (3.2)

The value of B_d is a good indicator of working set changes across time. The bursty detector claims the arrival of bursty I/Os when the value of B_d is beyond a predefined threshold \(\beta\). We set \(\beta\) to 0.6 in our experiments.

Figure 3.5: (a) The high level sketch of D_GREM. (b) Dynamic partition of Z_L and Z_S of D_GREM.
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3.1.2.3.2 Non-Bursty Case Strategy  When there is no burstiness in current I/O workloads, i.e., \( B_d < \beta \), D_GREM tunes the splitting point between two zones (i.e., \( Z_L \) and \( Z_S \)) by leveraging the feedback of each zone’s caching performance under the present partition (as shown in Fig. 3.5(b)(i)). In particular, we evaluate the importance of two zones (i.e., their contributions to the overall I/O performance) by recording the total I/O hit volumes (i.e., the amount of all cached data that are hit by one or multiple I/Os) in each zone during the recent epoch (e.g., 5 min). We define a contribution ratio \( \rho \) as follows:

\[
\rho = \alpha \times \frac{HV_L}{HV_S},
\]

where \( \alpha \in [0, 1] \) is a tunable parameter of importance, and \( HV_L \) and \( HV_S \) represent the I/O hit volumes of \( Z_L \) and \( Z_S \), respectively. By default, \( \alpha = 0.35 \). Once \( \rho \) is updated at the end of an epoch, D_GREM adjusts the capacities of two zones for next epoch using Eq. (3.4).

\[
\begin{align*}
C_{Z_S} &= \frac{C_T}{1+\rho}, \\
C_{Z_L} &= C_T - C_{Z_S},
\end{align*}
\]

where \( C_T \) is the capacity of SSDs and \( C_{Z_S} \) and \( C_{Z_L} \) are the new anticipated capacities of \( Z_L \) and \( Z_S \), respectively. Intuitively, the zone that contributes more to the overall hit ratio is highly likely to get more SSD resources and the allocation of SSDs is proportional to the contribution ratio.

3.1.2.3.3 Bursty Case Strategy  When bursty I/Os are identified by the bursty detector, D_GREM turns to aggressively shift SSD resources from one zone to the other. Using the contribution ratio as a feedback to reset the capacities of two zones unfortunately does not work well under this case because this approach cannot quickly adapt to workload changes. The corresponding delay can further incur “cascade effect” (also called “thrashing effect”) of insufficient capacity in one of the zones. For example, when bursty I/Os that access new bins arrive, the I/O hit volume of \( Z_S \) in the current epoch might not be large enough to get more SSDs for handling those bursty I/Os. Consequently, this zone’s I/O hit volume becomes even less in the next epoch, which indicates less importance and then keeps reducing the capacity of \( Z_S \) if we use Eq. (3.4).

To avoid such a cascade effect, we attempt to dynamically and aggressively assign more SSDs to \( Z_S \) when bursty I/Os are found in workloads, and further to minimize the penalty on \( Z_L \)’s caching performance. The general idea of our approach is that if the working set size of accessed bins in the current epoch increases dramatically compared with the previous epoch, then it would also be helpful if we increase the size of \( Z_S \) for absorbing the spikes in the near future. Meanwhile,
we should ensure those popular bins, which are cached in \( Z_L \) and are recently hit, to keep staying in \( Z_L \), as shown in Fig. 3.5(b)(ii).

**Algorithm 2:** Dynamic Partition of \( Z_L, Z_S \): D\_GREM

**Output:** Partitioning solution \( \langle C_{Z_L}, C_{Z_S} \rangle \)

```
1 Procedure ResizeFlashBin()
2 \( B_d = \frac{|WS_{cur} \cup SW| - |WS_{prev} \cup SW|}{|WS_{cur} \cup SW|} \)
3 if \( B_d > \beta \) then
4     \( C_{Z_S} = \text{GetHitContributionRatio}() \);
5 else
6     \( \rho = \text{GetHitContributionRatio}() \);
7     \( C_{Z_S} = \frac{1}{1 + \rho} \times C_T \);
8     Round Up to Boundaries \( C_{Z_L} \in [B_L, B_U] \);
9     Round Up to Boundaries \( C_{Z_S} = C_T - C_{Z_S} \in [B_L, B_U] \);
10    return \( \langle C_{Z_L}, C_{Z_S} \rangle \);
11 Procedure GetQualifiedShortTermBinSetSize()
12     \( B_{SWLt} = SW \cap Z_L \);
13     \( Th_{SW} = \gamma \times B_{SWLt} \);
14     \( B_{SWQf} = \{ x | x \in SW, x \notin B_{SWLt}, x > Th_{SW} \} \);
15    return \( \text{size}(B_{SWQf}) \);
16 Procedure GetHitContributionRatio()
17     Get \( HV_L \) and \( HV_S \);
18    return \( \frac{HV_L}{HV_S} \);
```

Therefore, we use the sliding window (SW) to record I/O popularity statistics for all bins that are accessed in recent several epochs (instead of the latest one). D\_GREM identifies all bins that are recorded in the current sliding window and are also cached in the \( Z_L \) zone. We refer this set of bins to as “\( B_{SWLt} \)”. D\_GREM uses the average number of accesses (\( B_{SWLt} \)) of all bins in \( B_{SWLt} \) as a criterion to set the threshold (\( Th_{SW} \)) for choosing hot bins to be cached in \( Z_S \) as follows.

\[
Th_{SW} = \gamma \times B_{SWLt},
\]

where \( \gamma \) is an adjustment parameter, and is set to 1.2 by default. D\_GREM then finds all the bins that have been accessed in the current sliding window more than \( Th_{SW} \) times but are not currently cached in \( Z_L \). We refer this set of “qualified” bins to as “\( B_{SWQf} \)”, as:

\[
B_{SWQf} = \{ x | x \in SW, x \notin B_{SWLt}, x > Th_{SW} \}.
\]
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We then set the anticipated capacity of \( Z_S \) to the total size of bins in \( B_{SWQf} \).

\[
C_{Z_S} = |B_{SWQf}|. \tag{3.7}
\]

3.1.2.3.4 Dynamic Tuning Procedure  As shown in Fig. 3.5(a), initially, capacities of both two zones are set to half of the entire SSDs. D_GREM recalculates \( B_d \), the present bursty degree at the end of each sliding window and determines if bursty I/Os are arriving by comparing with the threshold \( \beta \). Under the bursty case, D_GREM aggressively enlarges the capacity of \( Z_S \) according to Eq. (3.7). On the other hand, D_GREM bases on the contribution ratio of two zones to adjust the allocation of SSDs to these zones when there is no burstiness, as shown in lines. A boundary checking is further considered to ensure the minimum capacity for each zone.

Alg. 2 summarizes the main idea of how D_GREM dynamically adjusts the partition between \( Z_L \) and \( Z_S \) for improving overall I/O hit ratio. Initially, capacities of both two zones are set to half of the entire SSD resource. D_GREM recalculates \( B_d \), the present bursty degree at the end of each sliding window and determines if bursty I/Os are arriving by comparing with the threshold \( \beta \), see line 2. Under the bursty case, D_GREM aggressively enlarges the capacity of \( Z_S \) according to Eq. (3.7), see lines 11-14. On the other hand, D_GREM bases on the contribution ratio of two zones to adjust the allocation of SSDs to these zones when there is no burstiness, as shown in lines 6-7. A boundary checking is further considered to ensure the minimum capacity for each zone, see line 8 in the algorithm.

3.1.3 Evaluation

In this subsection, we conduct a trace-driven evaluation by replaying real enterprise I/O workloads. We implement two versions of our proposed algorithm: (1) GREM that assigns 50% of the total SSDs to each of two zones, and adaptively adjusts partitions of each VM in \( Z_L \) according to the workload change; and (2) D_GREM that further dynamically adjusts the sizes of \( Z_L \) and \( Z_S \) during runtime. For comparison, we also implement conventional caching algorithms, such as global LRU (GLRU) [53], global CAR [55], and a recently proposed tiering algorithm vFRM [140]. We evaluate the effectiveness of GREM with respect to our primary goals, i.e., maximizing the I/O hit ratio and minimizing the I/O cost incurred in managing SSDs.
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3.1.3.1 Testbed and Implementation Details

Our evaluation environment is calibrated based on the real testbed specs summarized in Table 3.2. In detail, to deal with the management across physical nodes and multiple tiers, we adopt the same hybrid file developed in our previous work [140], which consists of two “files”: a base file on the spinning disk tier and a corresponding peer file on the flash tier.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel Xeon E5-2430 2.20GHz</td>
</tr>
<tr>
<td>Processor Cores</td>
<td>6 Cores</td>
</tr>
<tr>
<td>Memory Capacity</td>
<td>48GB ECC DDR3 R-DIMMs</td>
</tr>
<tr>
<td>Memory Bandwidth</td>
<td>102.4GB/s</td>
</tr>
<tr>
<td>RAID Controller</td>
<td>LSI SAS 2008</td>
</tr>
<tr>
<td>Network</td>
<td>10 Gigabit Ethernet NIC</td>
</tr>
<tr>
<td>Operating system</td>
<td>Ubuntu 12.04.5</td>
</tr>
<tr>
<td>Linux Kernel</td>
<td>3.14 Mainline</td>
</tr>
<tr>
<td>SSD Model</td>
<td>Intel and Samsung NVMe SSDs (2015)</td>
</tr>
<tr>
<td>HDD Model</td>
<td>Western Digital 20EURS-63S48Y0 (5400 RPM)</td>
</tr>
<tr>
<td>HDD Capacity</td>
<td>2 TB</td>
</tr>
</tbody>
</table>

Table 3.2: Testbed setup and spec.

Furthermore, we use the following three key techniques to lower the overhead: (1) a “Pointer Block Cache” of the peer file is used as the block look-up table, which can eliminate the need for an extra lookup table; (2) a “Heat Map” is used to represent the I/O popularity statistics of each “1MB block” of the files on VMFS, and 1MB block only requires 16 bytes to hold the popularity stats, which is only 0.0015% of the size of the VMDK; and (3) a “Tiering Map” is used to represent the placement of the blocks between tiers, whose space overhead is about 0.00001% of the size of the VMDK. Moreover, both the heat and tiering maps do not need to be pinned in memory permanently. Lastly, based on our observation in Sec. 3.1.1 and our offline sensitivity analysis results, we set 1MB and 5min as spatial and temporal granularities, respectively, to avoid adverse impact from spikes as well as to reduce the caching management overhead.
Figure 3.6: I/O hit ratio results of workload combinations of MSR, FIU and UMASS repositories under different cache sizes and caching algorithms.

3.1.3.2 I/O Hit Ratio

Fig. 3.6 shows the overall (i.e., read & write) I/O hit ratios as a function of SSD cache size (in GB) under diverse workloads that are mixed with different MSR, FIU and UMASS repositories. For example, “FIU-F1U” is a mixed workload with the I/O traces of “FIU-F1” and “FIU-U”, where “F” and “U” refer to cache-friendly and cache-unfriendly workloads, as summarized in Table 3.1. In overall, we can see that GREM and D_GREM are superior to other existing caching algorithms. For instance, Fig. 3.6(a) presents the results under MSR-F1, a cache friendly workload. When the cache size is smaller than 2GB, VFRM, GREM and D_GREM all have lower I/O hit ratios than the conventional algorithms. However, as the capacity of SSDs increases to 4GB, D_GREM outperforms GLRU and CAR. When we have more than 8GB SSDs, the I/O hit ratios under both GREM and D_GREM are beyond those of GLRU and CAR. More importantly, the conventional algorithms cannot take advantage of a large SSD cache. Their I/O hit ratios reach the converging point (i.e., about 94%) when the cache size is 4GB. In contrast, GREM and D_GREM can further use the benefits of the increasing SSD capacity to improve I/O hit ratios up to 98%. Moreover, due to large working set sizes and bursty I/Os, most caching algorithms, including GREM, cannot achieve high I/O hit ratios for cache-unfriendly workloads (e.g., MSR-U in Fig. 3.6(c)) even when we increase the SSD capacity. By dynamically adjusting the size of the short-term zone ($Z_S$) to absorb bursty I/Os, D_GREM keeps improving I/O hit ratio up to 40% when we have 64GB SSD space. We further notice that D_GREM still does not converge even with 64GB SSD space, which indicates that this algorithm is able to further achieve better I/O hit ratios.
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3.1.3.3 I/O Cost

Fig. 3.7 shows the normalized overall I/O costs (SSD/HDD access and SSD-HDD contents updating latencies [141]) based on the measured data from an 80 GB Intel DC S3500 Series SSD and a 2TB 5400 RPM Western Digital WD20EARS-63S48Y0 HDD, e.g., I/O latencies of SSD/HDD read and write operations under 4KB and 128KB cache lines.

![Figure 3.7: Normalized I/O cost of MSR, FIU and UMASS workloads, which is total latencies of read/write operations of SSD and HDD.](image)

In our evaluation, the conventional caching algorithms (i.e., GLRU and CAR) use 4KB as the cache line size, while other algorithms (i.e., vFRM, GREM and D_GREM) use the cache line size of 128KB and group I/Os into 1MB bins. We observe that by using the coarse-update granularity, all these algorithms (e.g., vFRM and D_GREM) significantly reduce the overall I/O costs compared to the conventional caching solutions, especially when there are cache-unfriendly workloads (e.g., MSR–U and MSR–F1U). Furthermore, D_GREM always achieves the lowest cost in all these cases. For example, as shown in Fig. 3.7(a), with 8GB cache size, the overall I/O costs of MSR with four cache-friendly workloads under D_GREM are 61.96% lower than GLRU, 11.77% lower than vFRM and 7.62% lower than GREM. Similar observations can be found under cache-unfriendly workloads, see Fig. 3.7(b).

In Figs. 3.7(c)-(d), we further investigate the I/O costs under different algorithms when we have workloads mixed with both cache-friendly and cache-unfriendly workloads. Again, by dynamically adjusting the sizes of $Z_L$ and $Z_S$ and updating SSD content in the coarse granularity, D_GREM significantly reduces cache pollution due to I/O spikes, and avoids too frequent SSD content updates, which thus achieves much lower I/O costs compared to the conventional caching algorithms, e.g., GLRU and CAR. Both GREM and D_GREM further slightly reduce the I/O costs.
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compared to vFRM, which also adopts the coarse granularity for SSD content updating, but cannot avoid bursty I/Os evicting the cached critical data.

3.1.3.4 Dynamic Partition Inside $Z_L$

We track the SSD occupancy ratio of each VM for every 5 minutes under GRREM to see how GRREM can dynamically adjust the amount of SSDs allocated to each VM during the runtime. We show three representative results from MSR workloads in Figs. 3.8(a)-(c). In this set of experiments, the capacities of $Z_L$ and $Z_S$ are fixed to be half of the total cache size, i.e., (a) and (b) are 1.5GB, and (c) is 3GB. As shown in Fig. 3.8(a), cache-friendly workloads are relatively stable, thus the amounts of reserved SSDs to all four VMs do not change dramatically across the time.

![Figure 3.8](image-url) (a)-(c): Partition inside $Z_L$ for MSR–F1, MSR–U and MSR–F1U workloads under GRREM. (d)-(f): Partition between $Z_L$ and $Z_S$ for MSR–F1, MSR–U and MSR–F1U under D_GRREM. (g)-(j): Cache partitioning effectiveness: D_GRREM vs. vCacheShare under workloads with different read-write ratios.

In contrast, significant changes can be seen in the SSD occupancy ratios among four VMs with the cache-unfriendly workloads, as shown in Fig. 3.8(b). We further observe that VMs (e.g., src1, web2 and usr2) occupy most SSD resources in $Z_L$ when they experience bursty I/Os. On the other hand, the amount of SSD resources assigned to VM src21 is less due to its low I/O load. Similarly, under the mixed workload (e.g., MSR–F1U in Fig. 3.8(c)), more SSD resources are assigned to VMs that have relatively larger working set sizes and more I/O requests.

In summary, the results shown in Figs. 3.8(a)-(c) demonstrate that GRREM can capture workload changes (in terms of working set sizes and bin accesses) and adapt to these changes by
CHAPTER 3. HYBRID DATA CENTER STORAGE SYSTEMS

adjusting the reserved SSD resources in \( Z_L \) for each VM based on their bin popularities.

3.1.3.5 Dynamic Partition of \( Z_L \) and \( Z_S \)

Now, we turn to investigate how D_GREM dynamically partitions the overall SSD resources between \( Z_L \) and \( Z_S \). Figs. 3.8(d)-(f) present the runtime partitioning under D_GREM for three types of MSR workloads. We first observe that the capacity of \( Z_L \) is much larger than that of \( Z_S \). This can be interpreted by observing that \( Z_L \), which caches the “always” popular bins, contributes more to the overall I/O hit ratio than \( Z_S \). However, we can also see spikes in the zone size of \( Z_S \) under the cache-unfriendly workloads (e.g., MSR-U in Fig. 3.8(e)). These significantly increasing capacities of \( Z_S \) are caused due to the detection of bursty I/Os. D_GREM then aggressively enlarges the capacity of \( Z_S \) based on its bursty-case strategy.

We then look closely at D_GREM’s bursty detector. Fig. 3.9 illustrates a sample piece of D_GREM’s bursty detection and reaction under the MSR-F1U workload. Here, the bursty degree (i.e., \( B_d \) in Eq. 3.3) is in the range of \([0,1]\), and we set the threshold \( \beta = 0.6 \). We can see that during non-bursty periods, D_GREM finds the best partition based on the importance of two zones (i.e., the contribution to overall I/O hit ratio) such that \( Z_L \) has a larger capacity than \( Z_S \). When a burst of I/Os is detected, e.g., \( B_d \) is beyond the threshold (0.6) at the 44-th epoch in Fig. 3.9(a), D_GREM switches to the bursty case strategy that aggressively increases the size of \( Z_S \) based on the amount of accessed bins that have not been cached yet, see Fig. 3.9(b). When the bursty period
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ends, D_GRD quickly switches back to the feedback based operation, which can gradually return to the best partitioning for non-bursty cases.

3.1.3.6 Cache Utilization

Recently, a new dynamic and self-adaptive framework is developed called vCacheShare [63], which has a close design goal compared to our work. Therefore, we conduct a set of experiments to compare D_GRD with vCacheShare in terms of I/O hit ratio, I/O cost, and SSD utilization in this subsection. Figs. 3.8(g)-(j) present the runtime SSD resource utilizations (i.e., the percentage of occupied SSD resources) under these two algorithms. Both overall SSD utilizations and per VM’s utilizations are depicted in the figure. In these experiments, we have two sets of workloads that are made up with four representative MSR workloads, e.g., mds0, src12, stg0 and usr0. In detail, as vCacheShare is designed to cache data for read I/Os only, we generate the first workload set by manually converting all I/Os of these four workloads to reads for comparing D_GRD with vCacheShare under its best case. We refer this to as “high read ratio” set (i.e., read ratio is 100%), as shown in Fig. 3.8(g) and (h). The second workload set keeps the original read/write ratios (i.e., with the average read ratio of 23.22%) of the four workloads to compare these two algorithms under the general case. We refer this to as “low read ratio” set as shown in Fig. 3.8(i) and (j). The total capacity of SSD resources is 3GB.

First, we can see that both D_GRD and vCacheShare work well under the workload set with high read ratio. The overall SSD utilization quickly reaches to 100%, see Figs. 3.8(g) and (h). We also notice that under vCacheShare, some VMs (e.g., usr0) always dominate the SSD resources. On the other hand, D_GRD leverages both bursty detection and the feedbacks on I/O hits to online assign SSD resources to each VM. As a result, we observe the fluctuation in each VM’s SSD utilizations which accurately reflects the changes in the workload. However, when there is less number of reads in the workload, the effectiveness of vCacheShare diminishes. As shown in Fig. 3.8(i), the SSD resources are not fully utilized until the 350-th epoch under vCacheShare. In contrast, D_GRD considers both write and read I/Os for SSD caching, and reaches 100% SSD utilization immediately after the warming up period. The main reason is that vCacheShare treats SSDs as a read-only cache, and thus bypasses all write I/Os directly to the hard disks. This can also be seen in Fig. 3.8(i), where vCacheShare allocates very few SSD resources to src12 (i.e., the blue curve), because src12 has a very small number of read I/Os.

It is worth mentioning that although vCacheShare also considers handling bursty cases,
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<table>
<thead>
<tr>
<th>Workload</th>
<th>Hit Ratio Improve (%)</th>
<th>I/O Cost Improve (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Read Ratio</td>
<td>15.64</td>
<td>34.03</td>
</tr>
<tr>
<td>Low Read Ratio</td>
<td>22.04</td>
<td>25.95</td>
</tr>
</tbody>
</table>

Table 3.3: Improvement of D_GREM to vCacheShare.

vCacheShare’s bursty detection simply relies on one epoch’s reuse degree, i.e., $W_{V}/W_{S}$. Meanwhile, D_GREM not only uses the reuse information collected across several consecutive epochs to detect bursty I/Os, but also uses bin popularities, accessed bin amounts and the contributions to I/O hit ratios of each zone during a sliding window to improve both I/O hit ratio and I/O cost. For example, as plotted in the orange curves of Figs. 3.8(h) and (j), VM3 (i.e., $s_{tg0}$) can obtain more SSD resources under D_GREM than under vCacheShare during its non-bursty periods to absorb more short-term hot bins. Therefore, as shown in Table 3.3, D_GREM delivers higher overall I/O hit ratios and lower I/O costs compared with vCacheShare under both workloads with high and low read ratios. Moreover, since D_GREM does not bypass write I/Os, D_GREM has better hit ratio improvement under low read ratio case than high read ratio case.

3.1.4 Summary

We present GREM, a new global SSD resource management scheme to allocate a suitable amount of SSDs to heterogeneous VMs. The first design goal is to best utilize the SSD resources by maximizing the I/O hit ratio and minimizing the I/O costs, and the second design goal is to further balance the write cycles in among disks inside the flash-intensive disk pool. GREM splits the entire SSD space into the long-term and short-term zones and takes dynamic I/O demands of all VMs into consideration for reserving SSD resources in the long-term zone to each VM. We further developed D_GREM to dynamically adjust the partition of SSDs between two zone by leveraging the feedback of workload changes and SSD performance. We show that our new schemes allow VMs with different types of workloads to utilize the benefits of SSDs and thus improve the overall I/O hit ratio. We also show that D_GREM successfully detects the changes (or bursts) in I/O workloads and quickly adapts to the changes by shifting SSD resources between two zones. The I/O hit ratio is further improved under D_GREM.
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3.2 Replication Management for Reliability and Accessibility

3.2.1 Motivation

Apart from I/O performance, data reliability is also an important aspect of datacenter storages. Especially with the explosive growth of data creation and access, any loss of, or lack of access to, data would be detrimental to the cloud vendor. In SSD-HDD hybrid datacenters, high-speed SSDs are often utilized as cache tier to accelerate the I/O performance. For example, as shown in the left subfigure of Fig. 3.10, a server node may have multiple storage devices such as SSDs, performance-oriented HDDs, and archive-oriented HDDs as shown in the dashed box. Above that, multiple virtual machines (VMs) running cloud computing applications are hosted by the hypervisor software, and all of them are sharing the storage pools. The right subfigure of Fig. 3.10 further illustrates that in order to speed up the I/O performance of the storage system, SSDs are used to cache hot data, and HDDs are designed to host backend cold data.

![Storage architecture of each node.](image)

This multi-tier storage solution may improve the performance of I/Os, but different types of failures may happen as a result of catastrophic events. Data loss and delay caused by disasters will dramatically reduce the data availability and consistency, which are very critical for cloud applications. To address this challenge, replication technique – a process of synchronizing data across multiple storage nodes – is often used to provide redundancy and increase data availability from the loss of a single storage node [142, 143].

However, since redundancy brings overheads in terms of network traffic, I/O performance,
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storage space, and consistency maintenance, we need to balance the replication and performance [144, 50]. In practical, SSDs are often used as the write back cache to improve to I/O speed, having only one up-to-date copy on SSD is not acceptable for high-SLA demand use cases such as bank, stock market, and military networks. According to the study [14], compare to HDD, SSD is not a “safe destination” though SSD can preserve the data after power off. Therefore, we focus on replicating only cached datasets in the SSDs, and now the main problem is “where to store replicas of those datasets cached in the SSD while not downgrading the performance?”

Motivated by this, we propose a complete solution called “AutoReplica”, which is an automatic and scalable data replication manager designed for distributed cloud computing infrastructure with SSD-HDD tiering storage systems. AutoReplica maintains replicas of local SSD cache in the remote SSD(s) connected by high-speed fibers, since the access speed of remote SSDs can be faster than that of local HDDs. AutoReplica can automatically build and rebuild the cross-node replica structure following three approaches designed based on different SLAs. AutoReplica can efficiently recover from different disaster scenarios (covers from virtual machine crash, device failures to communication failures) with limited and controllable performance downgrades with a lazy migrate-on-write technique called “fusion cache”, which can conduct seamless online migrations to balance loads among nodes, instead of pausing the subsystem and copying the entire dataset from one node to the other. Finally, AutoReplica supports parallel prefetching from both primary node and replica node(s) with a novel dynamic optimizing streaming technique to further improve I/O performance. We implemented AutoReplica on VMware ESXi [3] platform, and experimental results based on the real world I/O workloads show that AutoReplica can significantly improve the performance with slight or even fewer overheads compared to other solutions.

3.2.2 Topological Structure

We first introduce the topological structure of the AutoReplica cluster. As illustrated in Fig. 3.11 there are multiple nodes in the cluster, and each node is a physical host which runs multiple virtual machines (VMs). In our prototype, we use VMware’s ESXi [3] to host VMs. Inside each node, there are two tiers of storage devices: SSD tier and HDD tier. The former tier is used as the cache and the latter tier is used as the backend storage. Each storage tier contains one or more SSDs or HDDs, respectively. RAID mode disks can also be adopted in each tier. SSD and HDD tiers in each node are shared by VMs and managed by the hypervisor.

Since nodes are connected by high-speed fiber channels, the remote SSD access speed
(including the network delay) can be even faster than local HDD access speed. Thus, to utilize remote SSDs as replica destination, inside the SSD tier, we set two partitions: “Cache Partition” (for the local VMs), and “Replica Partition” (for storing replica datasets from other nodes SSD cache). AutoReplica uses write back cache policy to maximize I/O performance, since writing through to HDD will slow down the I/O path. However, as mentioned, SSD is relatively vulnerable and not equally trusted as a “safe destination” like HDD, though SSD can preserve the data after power off. Therefore, AutoReplica maintains additional replicas in the remote SSDs to prepare for recoveries for failures. In fact, we still can use local HDD as the second replica device for those extremely high SLA nodes, which will be discussed in Sec. 3.2.2.3 Based on these factors, we propose three approaches to setup the topological structure of the datacenter clusters, focusing on “how to select replica nodes?”, “how many replicas nodes do we need?”, and “how to assign replicas?”.

### 3.2.2.1 Ring Approach

Our first approach is a directed logical “Ring” structure, which can be either user-defined or system-defined. A system-defined ring is based on geographic distance parameters (e.g., I/O latency and network delay). As shown in Fig. 3.12(a), this logical ring defines an order of preference between the primary and replica nodes. Caching is performed by using the local SSD, and the cached data replicated to another node in the cluster. Each node consists of two neighbors (i.e., replica node and associated node as shown in Fig. 3.12(a)), storing replicas on both/one of them. The node walks in the ring until it can find a replica to use if unsuccessful during the process of building the ring.
3.2.2.2 Network Approach

As a “linear” approach, the “Ring” structure has a drawback during searching and building replicas, since it has only one or two directions (e.g., previous and next neighbors). In order to improve the system robustness and flexibility, we further proposed the “network” approach – a symmetric or asymmetric network, see Fig. 3.12(b), which is based on each node’s preference ranking list of all its connected nodes (i.e., not limited to two nodes).

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>...</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>8</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 3.4: Example of the “distance matrix” used in Network approach, which shows the ranking of each path.

In real implementation, we introduce a “distance matrix” (an example is shown in Table 3.4) to maintain each node’s preference list ranked by a customized “score” calculated based on multiple parameters such as network delay, I/O access speed, space/throughput utilization ratio, etc. This
matrix is periodically updated through runtime measurement (e.g., heartbeat). For example, in Table 3.4, node 1’s first neighbor is node 2, and its second neighbor is node 8, etc.

The main procedure of how to assign the replica nodes for each node is as following: Each node searches the matrix and selects its “closest” node as its replica node if possible. To avoid the “starvation” case where lots of nodes are choosing one single node or a small range of nodes as their replica nodes, AutoReplica also limits the maximum replica number per node. Lastly, each node can also have more than one replica node.

### 3.2.2.3 Multiple-SLA Network Approach

In real environment, rather than treating different nodes equally, the system administrator is often required to differentiate users based on their SLAs and workload characteristics. To support this requirement, we further develop the “multiple-SLA network” approach to allow each node to have more than one replica node with different configurations based on a replica configuration decision table.

<table>
<thead>
<tr>
<th>Case</th>
<th>Workload</th>
<th>Destination</th>
<th>#Reps.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SLA</td>
<td>Temp.</td>
<td>SSD_P</td>
</tr>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.5: Replica configuration table for multiple SLAs.

An example of replica configuration table is shown in Table 3.5, where $SSD_P$, $SSD_{R1}$, $SSD_{R2}$ and $HDD_P$ stand for the SSD tier of the primary node, the SSD tier of the first replica node, the SSD tier of the second replica node, and the HDD tier of the primary node, respectively. It also considers:

- **SLA**: Related with importance of each node. Multiple SLAs are supported by utilizing multiple replica configurations. Although our example has only two degrees: “important” and “not important”, AutoReplica supports more fine-grained degrees (even online-varying) SLAs.
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- **Temperature:** Similar to [141], we use “data temperature” as an indicator to classify data into two categories according to their access frequency: “hot data” has a frequent access pattern, and “cold data” is occasionally queried.

Local HDD (prmyNode.HDD) can also be used as a replica destination (i.e., case 4 in Table 3.5), and AutoReplica needs to reduce the priorities of those write-to-HDD replica operations in order not to affect those SSD-to-HDD write back and HDD-to-SDD fetch operations in the I/O path.

### 3.2.3 Cache and Replacement Policies

**Figure 3.13: Main procedure of AutoReplica’s cache policy.**

To maximize the I/O performance, AutoReplica uses write back cache policy. In detail, when the SSD tier (i.e., cache) is full, SSD-to-HDD eviction operations will be triggered in the
(local) primary node (prmyNode); while in the replica node (repNode), the corresponding dataset will simply be removed from the repNode.SSD without any additional I/O operations to the repNode.HDD. Fig. 3.13 shows a two-replica-node implementation. In fact, it can have any number of SSD replica nodes to support more fine-grained SLAs.

Specifically, AutoReplica’s cache and replacement policy is basically switching between two modes, namely “runtime mode” (line 19) and “online migration mode” (line 3 to 11) by periodically checks the migTrigger condition (which considers runtime states such as load balancing and bandwidth utilization). If migTrigger returns true, AutoReplica will select the “overheat” replica node (line 6) to be replaced with the next available replica node (line 7). After that, AutoReplica begins to run under the “migration mode” (line 14). If the “migrate out” replica node (repNodeOut) has no more “out-of-date” replica datasets (i.e., the migration is finished), AutoReplica then stops the migration by setting migModeFlag to false (line 16), and goes back to the runtime mode (line 19). We describe the details of the runtime mode and the migration mode cache policy in Secs. 3.2.3.1 and 3.2.3.2.

### 3.2.3.1 Runtime Mode Cache Policy

Under the runtime mode, AutoReplica searches the new I/O request in the local SSD cache partition (i.e., prmyNode.SSD). If it returns a cache hit, then AutoReplica either fetches it from the prmyNode.SSD for a read I/O, or updates the new data to its existing cached copies in the prmyNode.SSD and the SSD replica partition in corresponding replica node(s) for a write I/O. For the cache miss case, AutoReplica first selects a victim to evict from the prmyNode.SSD and all the victim’s copies from the repNode.SSD(s), and then AutoReplica only writes those unsync (with “dirty” flag) evicted datasets into the prmyNode.HDD. AutoReplica then inserts the new dataset into both the prmyNode and all its repNode.SSD(s). If it is a read I/O, AutoReplica fetches it from the prmyNode.HDD to SSDs of the prmyNode.HDD and also send it to all its repNode(s). It finally returns the fetched cacheData to the user buffer in the memory. If it is a write I/O, AutoReplica simply writes it to SSDs of the prmyNode and all its repNode(s) with dirtyFlag as “dirty”, since it is unsync new data.

An example is shown in Fig. 3.14, where for the write I/O data “F”, AutoReplica first writes back a victim “E” from the prmyNode.SSD to the prmyNode.HDD, and deletes “E” from both the prmyNode.SSD and the reNode.SSD. Lastly, it writes “F” to both the prmyNode.SSD and the reNode.SSD. Our implementation is also compatible for other replacement algorithms to
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3.2.3.2 Online Migration Mode Cache Policy

AutoReplica uses a cost-efficient migrate-on-write scheme called “fusion cache” to migrate replicas from one repNode to the other. The main idea is that instead of pausing the subsystem and copying all existing replicas from the old node (repNodeOut) to the new node (repNodeIn), regardless of whether these data pieces are necessary or not, “fusion cache” keeps the subsystem alive and only writes new incoming datasets to the repNodeIn and keeps those “unchanged” cached data on the repNodeOut. Eventually, the repNodeIn will replace the repNodeOut. In other words, AutoReplica mirrors the prmyNode.SSD by using the unibody of the repNodeOut and the repNodeIn to save lots of bandwidth.

An example is depicted in Fig. 3.15 where only one replica node is needed to be “migrated out” and one new replica node is needed to take over those cached datasets. When a new write I/O data “F” comes to the prmyNode, similarly, AutoReplica first writes back the victim “E” from the prmyNode.SSD to the prmyNode.HDD since the cache is full. Then, “E” on the old replica node is directly deleted. After that, the new write I/O “F” will be inserted to the prmyNode.SSD and its new repNodeIn.SSD. As mentioned, the prmyNode (e.g., the blue dash box on top of Fig. 3.15) is mirrored in the “fusion cache” across the old and new repNodes (e.g., the blue dash box in on the right side of Fig. 3.15). Notice that if “F” is a read I/O, AutoReplica will not migrate it from the old to the new replica node.

Figure 3.14: Example of runtime cache policy.

Implement the victim selection function, such as Glb-VFRM [141] and GREM [20].
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To sum up, unlike the traditional pro-active migration, AutoReplica is following this “migrate on write” scheme which is lazy and cost-efficient.

3.2.4 Recovery Policy

AutoReplica maintains additional replicas in the remote SSDs to prepare for recoveries for different failures. Specifically, it has different procedures to recover from failures covering the following four scenarios:

3.2.4.1 VM Crash on Primary Node

A very common failure is that a virtual machine crashes on the primary node. As shown Fig. 3.16[1] and Fig. 3.17 AutoReplica first closes out the VMDK. It then writes back “dirty” datasets from the prmyNode.SSD to the prmyNode.HDD, and marks all prmyNode’s replicas in the repNode.SSD(s) with “nondirty” flag. After that, it restarts crashed VM on the prmyNode, and continues to forward incoming I/O requests on both the prmyNode.SSD and the repNode.SSD.
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[Recovery Scenario 1] VM Crash on Primary Node

Procedure recoverFromPrmyNodeVMCrash()
1 Write back “dirty” data from prmyNode.SSD to prmyNode.HDD, and mark their copies in repNode.SSD with “nondirty” flag.
2 Restart crashed VM on prmyNode.
3 Continue to forward incoming I/O requests on both prmyNode.SSD and repNode.SSD.
4 return

Figure 3.16: Example of AutoReplica’s recovery scenario.

Figure 3.17: Main procedure of recovery scenario 1: VM crash on primary node.

3.2.4.2 Primary Node Cache Device Failure

A primary node cache storage device failure will result in its inability to continue to write caching. As shown in Fig. [3.16](2) and Fig. [3.18](8), AutoReplica first writes back “dirty” datasets from the repNode.SSD to the prmyNode.HDD, and marks all prmyNode.SSD’s replicas on the repNode.SSD(s) with “nondirty” flag. It then broadcasts this “unavailable” information to notify those nodes having replicas of this failure prmyNode (called “associated nodes”) to write back “dirty” datasets from their own SSD to HDD. Notice that replicated datasets with “nondirty” flags are still kept in the repNode.SSD(s). AutoReplica further finds and replaces the SSD on the
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As shown in Fig. 3.16 and Fig. 3.19, AutoReplica then writes back “dirty” dataset from the `repNode.SSD` to the `prmyNode.SSD`, and mark their copies in `repNode.SSD` with “nondirty” flag.

```
<table>
<thead>
<tr>
<th>Procedure recoverFromPrmyNodeSSDFailure()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1   Write back “dirty” data from <code>repNode.SSD</code> to <code>prmyNode.HDD</code>, and mark their copies in <code>repNode.SSD</code> with “nondirty” flag.</td>
</tr>
<tr>
<td>2   Broadcast this “unavailable” information to the network to let those nodes having replicas in this failure <code>prmyNode</code> (“associated nodes”) to write back “dirty” data from their own SSD to HDD, and keep copies with “nondirty” flag in those associated nodes.</td>
</tr>
<tr>
<td>3   Replace SSD on <code>prmyNode</code>.</td>
</tr>
<tr>
<td>4   Continue to write incoming I/O requests on both <code>prmyNode.SSD</code> and <code>repNode.SSD</code>.</td>
</tr>
<tr>
<td>5   Continue to let those “associated nodes” to write new replicas to <code>prmyNode.SSD</code>.</td>
</tr>
<tr>
<td>6   return</td>
</tr>
</tbody>
</table>
```

Figure 3.18: Main procedure of recovery scenario 2: Primary node cache device failure.

3.2.4.3 Replica Node Cache Device Failure

When a replica node detects a cache device (i.e., SSD) failure, it will disconnect from the primary node and reject any future connection attempts from that node with an error response. As shown in Fig. 3.16 and Fig. 3.19, AutoReplica then writes back “dirty” dataset from the `prmyNode.SSD` to the `prmyNode.HDD`, but still marks and keeps them in the `prmyNode.SSD` with “nondirty” flag. After a new replica node is found by using dynamic evaluation process, AutoReplica continues to write incoming I/O requests on both the `prmyNode.SSD` and the new `repNode.SSD`. Notice that policy in Sec. 3.2.4.2 takes responsibility for recovering this failure device.

```
<table>
<thead>
<tr>
<th>Procedure recoverFromRepSSDFailure()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1   Write back “dirty” data from <code>prmyNode.SSD</code> to <code>prmyNode.HDD</code>, and mark their copies in <code>prmyNode.SSD</code> with “nondirty” flag.</td>
</tr>
<tr>
<td>2   Find a new replica node by using dynamic evaluation process.</td>
</tr>
<tr>
<td>3   Continue to write incoming I/O requests on both <code>prmyNode.SSD</code> and new <code>repNode.SSD</code>.</td>
</tr>
<tr>
<td>4   return</td>
</tr>
</tbody>
</table>
```

Figure 3.19: Main procedure of recovery scenario 3: Replica node cache device failure.
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3.2.4.4 Communication Failure Between Primary & Replica Node

When the primary node detects a non-recoverable communication failure between the primary and replica hosts, AutoReplica will be unable to continue to write caching. To recover from this failure, as shown in Fig. 3.16(4) and Fig. 3.20, AutoReplica daemon will write back “dirty” data from the *prmyNode.SSD* to the *prmyNode.HDD* to ensure all cached data are updated to the backend HDD. Next, it will start the dynamic evaluation process to find a new replica node to replace the unreachable replica node. It will then continue to use both SSDs to cache I/Os following the “fusion cache” design in migration policy. Finally, it will broadcast to the network to release all its old replicas on the unreachable *repNode.SSD*(s).

<table>
<thead>
<tr>
<th>Recovery Scenario 4</th>
<th>Communication Failure between Primary and Replica Node</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Procedure</strong></td>
<td><strong>recoverFromCommFailure()</strong></td>
</tr>
<tr>
<td>1</td>
<td>Write back “dirty” data from <em>prmyNode.SSD</em> to <em>prmyNode.HDD</em>, and mark their copies in <em>prmyNode.SSD</em> with “nondirty” flag.</td>
</tr>
<tr>
<td>2</td>
<td>Find a new replica node by using dynamic evaluation process.</td>
</tr>
<tr>
<td>3</td>
<td>Continue to write incoming I/O requests on both primary SSD and new replica SSD.</td>
</tr>
<tr>
<td>4</td>
<td>Broadcast to the network to release all its old replicas on the unreachable <em>repNode.SSD</em>.</td>
</tr>
<tr>
<td>5</td>
<td>return</td>
</tr>
</tbody>
</table>

Figure 3.20: Main procedure of recovery scenario 4: Communication failure between primary and replica node.

3.2.5 Parallel Prefetching

Lastly, replicates can also be used to enable parallel prefetching from multiple nodes (similar to parallel stripping in RAID [145]), especially for read operations. An example is shown in Fig. 3.21 where we split the dataset (with the size of *C*) to prefetch (e.g., a file) into two parts (with sizes of *αC* and *C*), and load each part from the primary and replica node. Assume the access speed of the *prmyNode.SSD* is *λ₁* (GB/Sec) and the access speed of the *repNode.SSD* (including the network delay) is *λ₂* (GB/Sec). Since the main target for parallel prefetching is to reduce the total I/O time, i.e., makespan of each I/O request, we can convert our problem into the following optimization
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framework:

Minimize:

\[
\max \left( \frac{\alpha C}{\lambda_1}, \frac{(1-\alpha)C}{\lambda_2} \right)
\]  
(3.8)

Subject to:

\[
\alpha \in [0, 1]
\]  
(3.9)

\[
\lambda_1 \geq \lambda_2 > 0
\]  
(3.10)

\[
\frac{C}{\lambda_1} \geq \max \left( \frac{\alpha C}{\lambda_1}, \frac{(1-\alpha)C}{\lambda_2} \right)
\]  
(3.11)

Eq. 3.8 is the objective function which minimizes the overall makespan of an I/O request. The makespan is determined by the maximum value of the I/O operating time of each side (i.e., \textit{prmyNode.SSD} and \textit{repNode.SSD}). Eq. 3.9 ensures that the branching ratio of two streams should be meaningful. Eq. 3.10 reflects that the local SSD I/O speed (i.e., from \textit{prmyNode.SSD}) is usually greater than remote (i.e., \textit{repNode}) I/O speed including network delay. Notice that this constraint can be relaxed as “\(\lambda_1 > 0\) and \(\lambda_2 > 0\)”, if the remote I/O speed is higher (which is true in some rare cases), but the optimization framework remains the same. Eq. 3.11 further ensures that the parallel prefetching operation should only be triggered when it \textit{can} help to reduce the I/O makespan.

Figure 3.21: Example of parallel prefetch enabled read cache.

Based on this result, Fig. 3.23 further shows the example of the decision maker workflow for parallel prefetch, where the “StatusMonitor” reports to “ParallelPrefectDeamon” and the latter component switches between the “ParallelPrefetchMode” and “LocalPrefetchMode”.

We then plot these functions and constraints into Fig. 3.22, where the red line is the objective function curve, and the blue line is the constraint of Eq. 3.11. We can see that there exists a minimum point at the cross point of \(f(\alpha) = \frac{(1-\alpha)C}{\lambda_2}\) and \(g(\alpha) = \frac{\alpha C}{\lambda_1}\). In order to calculate this sweet
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spot, we let:

$$\frac{\alpha C}{\lambda_1} = \frac{(1 - \alpha)C}{\lambda_2}$$

(3.12)

Then, we can get the minimum makespan ($\frac{\alpha C}{\lambda_1 + \lambda_2}$) when:

$$\alpha = \frac{\lambda_1}{\lambda_1 + \lambda_2}$$

(3.13)

Figure 3.22: Finding the optimized solution of prefetching stream division.

Figure 3.23: Decision maker for parallel prefetch.

We can easily extend it to support any number of replica nodes. Fig. 3.24 first describes the main procedure of parallel fetching daemon, which triggers the parallel prefetching by periodically checking whether the access speed of its all `repNode.SSD(s)` (including the network delay) is
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close enough to the access speed of the local \textit{prmyNode.SSD} (by comparing their difference with a preset threshold \( \varepsilon \)), and the current utilization ratio of throughput of the \textit{repNode.SSD(s)} is less than a threshold \( Thr \). Notice that the time window \( T_W \) does not necessarily to be same as the sliding window previously mentioned in Fig. 3.13.

<table>
<thead>
<tr>
<th>Main Procedure of Parallel Fetching Daemon</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Procedure</strong> parallelFetchDaemon()</td>
</tr>
<tr>
<td>1  parallelReadFlag = False</td>
</tr>
<tr>
<td>2  while True do</td>
</tr>
<tr>
<td>3    if (currentTime mod TW == 0) and (( \lambda(prmyNode.SSD) - \sum_{i \in RepNodes} \lambda(repNode(i).SSD) \leq \varepsilon )) and</td>
</tr>
<tr>
<td>4      (repNode(s).currUtilOPS \leq ThrOPS) then</td>
</tr>
<tr>
<td>5      parallelReadFlag = True</td>
</tr>
<tr>
<td>6      else</td>
</tr>
<tr>
<td>7      parallelReadFlag = False</td>
</tr>
<tr>
<td>8  return</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parallel Fetching Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Procedure</strong> parallelFetch(data)</td>
</tr>
<tr>
<td>1  if parallelReadFlag == True then</td>
</tr>
<tr>
<td>2    fetch size of ( \frac{\lambda(prmyNode.SSD)}{\lambda(prmyNode.SSD) + \sum_{i \in RepNodes} \lambda(repNode(i).SSD)} \cdot</td>
</tr>
<tr>
<td>3    fetch size of ( \frac{\lambda(repNode(i).SSD)}{\lambda(prmyNode.SSD) + \sum_{i \in RepNodes} \lambda(repNode(i).SSD)} \cdot</td>
</tr>
<tr>
<td>4  return</td>
</tr>
</tbody>
</table>

Figure 3.24: Parallel prefetching procedure.

The “ParallelPrefetchMode” will be triggered if all these conditions are satisfied, and the parallel fetching policy then calculates and assigns the branching ratio of the dataset to be loaded from each node. Otherwise, AutoReplica will keep running “LocalPrefetchMode”, which only fetches data from the local \textit{prmyNode.SSD}.

3.2.6 Evaluation

In this subsection, we investigate the performance of our proposed AutoReplica solution under different use cases.
3.2.6.1 Implementation Configurations

Table 3.6 summarizes the configuration of our server testbed. Fig. 3.25 also illustrates the architecture of our VMware-based implementation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server</td>
<td>PowerEdge R630 Server</td>
</tr>
<tr>
<td>Processor</td>
<td>Intel(R) Xeon(R) CPU E5-2660 v4</td>
</tr>
<tr>
<td>Processor Speed</td>
<td>2.00GHz</td>
</tr>
<tr>
<td>Processor Cores</td>
<td>56 Cores</td>
</tr>
<tr>
<td>Processor Cache Size</td>
<td>35M</td>
</tr>
<tr>
<td>Memory Capacity</td>
<td>64GB RDIMM</td>
</tr>
<tr>
<td>Memory Data Rate</td>
<td>2400 MT/s</td>
</tr>
<tr>
<td>Operating System</td>
<td>Ubuntu 14.04 LTS</td>
</tr>
<tr>
<td>Docker Version</td>
<td>17.03</td>
</tr>
<tr>
<td>VM Hypervisor</td>
<td>VMware Workstation 12.5</td>
</tr>
</tbody>
</table>

Table 3.6: Configuration of a single server.

Specifically, there are multiple server nodes in the cluster. Each of these server nodes runs the VMware ESXi hypervisor to host multiple VMs that are working for nearby servers based on location distribution. AutoReplica works on the VMware’s ESXi in the “user mode”. More accurately, with some internal customization, AutoReplica is very close to a “pseudo-kernel mode” application. AutoReplica consists of 4 components: a vSphere web client plug-in, a CIM
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provider, multiple I/O filter library instances and a daemon process on each VM. CPS server nodes are connected by high-speed fiber channels, and due to the advantage of SSD and fiber channels, remote SSDs access speed can be faster than local HDDs speed. AutoReplica strives to cache hot datasets onto the SSD tier and bypass those cold datasets onto the HDD tier.

3.2.6.2 Performance Metrics

In our evaluation, we mainly focus on the following four metrics:

- **Total recovery time**: the cumulative recovery time of all server nodes.

- **Coefficient variation (CV) of total recovery time**: balance degree of the cumulative recovery time across all server nodes. Note that the less the CV is, the better balance is achieved.

- **Overhead**: Total extra I/O and network traffic for recovery.

- **Coefficient variation (CV) of overhead**: balance degree of the overhead across all server nodes.

We use the open source measurement tools (e.g., dstat [146], iostat [147], blktrace [148]) to measure performance metrics such as total recovery time, disk I/O rate, and network traffic. We evaluate the recovery correctness and efficiency of different failure scenarios that are manually triggered and drawn from well-tuned temporal interval distributions. We also evaluate the total recovery time and extra I/O overhead under different cluster sizes. Different SLA configurations are further considered to evaluate the benefit and overhead of multiple replicas.

3.2.6.3 Comparison Solutions

To conduct a fair comparison, we implemented the following three representative solutions for the cluster:

- **NoReplication**: No replications will be generated and maintained in the cluster. Once a server node is failed, data cached in the SSD cannot be recovered from other nodes or local HDD tier. As a result, data re-fetch or re-computation are triggered.

- **Replication(IM)**: A pro-active replication solution, which conducts “Immediate Migration (IM)” on recovery. To be fair, we maintain the same replication assignment as AutoReplica [12] for this solution.
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- **AutoReplica (MOW&PF)**: Our proposed AutoReplica solution which has fusion cache with migrate-on-write (MOW), and parallel prefetching (PF) features enabled.

  Meanwhile, to consider more scenarios in reality, we also evaluate both homogeneous and heterogeneous VM servers. Details will be discussed in the following two subsections.

### 3.2.6.4 Study on Homogeneous Clusters

We first investigate the homogeneous cluster use case, which is often referred to as a “symmetrical” structure where same devices are widely deployed in the cluster. This use case is popular due to its simplicity and system consistency [149].

<table>
<thead>
<tr>
<th>clusterSize</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>avgRepNode#</td>
<td>2.20</td>
<td>2.45</td>
<td>2.63</td>
<td>2.33</td>
<td>2.62</td>
<td>2.45</td>
<td>2.41</td>
<td>2.39</td>
<td>2.43</td>
<td>2.45</td>
</tr>
<tr>
<td>avgUsrNode#</td>
<td>1.70</td>
<td>2.00</td>
<td>2.03</td>
<td>1.95</td>
<td>2.04</td>
<td>1.98</td>
<td>2.00</td>
<td>1.93</td>
<td>1.91</td>
<td>1.91</td>
</tr>
<tr>
<td>connectRatio(%)</td>
<td>48.00</td>
<td>37.00</td>
<td>48.67</td>
<td>47.13</td>
<td>47.60</td>
<td>48.22</td>
<td>51.06</td>
<td>50.13</td>
<td>49.04</td>
<td>49.96</td>
</tr>
<tr>
<td>avgSSDBW(TB/hour)</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
<td>36.00</td>
</tr>
<tr>
<td>avgHDDBW(TB/hour)</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>readIO(%)</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
</tr>
</tbody>
</table>

Table 3.7: Statistics of configurations of homogeneous clusters.

Table 3.7 shows the statistics of the experiment configurations. In detail, clusterSize is iterated from 10 to 100 server nodes. We use avgRepNode# and avgUsrNode# to denote the average number of replication nodes that each node has and the average number of replicated remote node copies that each node is hosting, respectively. Additionally, connectRatio shows that the connectivity of the cluster, which equals the ratio of the number of paths between two nodes to the upper bound of all possible paths (e.g., for N-node cluster, at most, we can have $\frac{N^2}{2}$ paths). The larger connectRatio is, the higher chance a node will be recovered from others. We further use avgSSDBW and avgHDDBW to denote the average bandwidth of each node at the SSD tier and the HDD tier, respectively. Finally, readIO% gives the read I/O ratio of each server node. Notice that for the homogeneous use case, both hardware-related (e.g., avgSSDBW and avgHDDBW) and workload-related (e.g., readIO%) factors are the same among different cluster size cases.

Figs. 3.26 to 3.29 depict the results of 10 homogeneous clusters running Cyber-Physical Systems (CPS) workloads [150], where both device failure and communication failure rates are following the uniform distribution. As shown in Fig. 3.26 NoReplication has the longest total recovery time, because once a device failure occurs, NoReplication has no backups and
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![Total Recovery Time](image1)

Figure 3.26: Total recovery time under different homogeneous cluster sizes.

![Coefficient Variation of Total Recovery Time](image2)

Figure 3.27: Coefficient variation of total recovery time under different homogeneous cluster sizes.

has to request servers to re-fetch or re-compute the lost data. Meanwhile, AutoReplica saves 9.28% of the total recovery time from the Replication case. The reason is that AutoReplica lazily recovers from its neighbors using the migration-on-write technique and maximizes the I/O bandwidth using the parallel prefetching technique. In contrast, Replication has to pause and migrate everything immediately once a device failure or communication failure happens.

We next evaluate the coefficient variation of the total recovery time in Fig. 3.27, where the recovery time of Replication has a higher chance to be unbalanced among nodes, while our AutoReplica has similar balancing degree to NoReplication. This result is promising since in the homogeneous use case, more balanced total recovery distribution helps to make the cluster more robust and stable.

We also investigate the extra I/O and network traffic for the recovery process. As shown
in Fig. 3.28, the overhead of Replication is very large, because it has to migrate everything immediately once a failure happens. Meanwhile, even with the need for maintaining additional replications, AutoReplica still has lower overheads than all NoReplication’s cases. The main reason behind it is that once a server node failure occurs, NoReplication has no backups and has to request servers re-compute and re-send the missing data. These operations trigger a huge amount of extra I/O and network bandwidth consumption.

We further check the coefficient variation of overhead in Fig. 3.29. Neither Replication nor AutoReplica are load balanced as the NoReplication case. Additionally, we observe that although AutoReplica saves lots of I/O and network bandwidth, the overhead balancing degree gap between AutoReplica and Replication cases is very slight. The main reason is
that we deployed the same replication assignment and failure distribution in these two cases in order to conduct a fair comparison.

### 3.2.6.5 Study on Heterogeneous Clusters

In this subsection, we conduct a set of heterogeneous experiments, where hardware factors (such as $avgSSDBW$ and $avgHDDBW$) and workload factors (such as $readIO\%$) vary among server nodes. Table 3.8 shows the configuration of heterogeneous clusters. Similarly, as we can see from Fig. 3.30, NoReplication has the highest total recovery time due to its re-computation cost, and AutoReplica still performs better than Replication for all cluster sizes. Notice that for the cluster size of 20 and 60, we find the failure interval is relatively larger than that for other cluster sizes. As a result, the scenarios with the cluster size of 20 and 60 have lower chances to have multiple failures happen simultaneously, which then reduces the recovery congestion.

<table>
<thead>
<tr>
<th>clusterSize</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>avgRepNode#</td>
<td>2.40</td>
<td>2.45</td>
<td>2.77</td>
<td>2.58</td>
<td>2.60</td>
<td>2.45</td>
<td>2.39</td>
<td>2.38</td>
<td>2.44</td>
<td>2.58</td>
</tr>
<tr>
<td>avgUsrNode#</td>
<td>1.80</td>
<td>1.95</td>
<td>2.17</td>
<td>2.05</td>
<td>2.10</td>
<td>1.95</td>
<td>1.83</td>
<td>1.95</td>
<td>1.84</td>
<td>2.08</td>
</tr>
<tr>
<td>connectRatio(%)</td>
<td>52.00</td>
<td>46.00</td>
<td>49.56</td>
<td>48.88</td>
<td>49.04</td>
<td>48.00</td>
<td>47.47</td>
<td>49.59</td>
<td>48.62</td>
<td>49.66</td>
</tr>
<tr>
<td>avgSSDBW(TB/hour)</td>
<td>37.60</td>
<td>41.15</td>
<td>39.27</td>
<td>39.34</td>
<td>39.34</td>
<td>40.72</td>
<td>40.04</td>
<td>41.04</td>
<td>40.73</td>
<td>40.68</td>
</tr>
<tr>
<td>avgHDDBW(TB/hour)</td>
<td>0.50</td>
<td>0.50</td>
<td>0.51</td>
<td>0.51</td>
<td>0.50</td>
<td>0.51</td>
<td>0.50</td>
<td>0.50</td>
<td>0.49</td>
<td>0.50</td>
</tr>
<tr>
<td>readIO(%)</td>
<td>35.60</td>
<td>36.70</td>
<td>37.57</td>
<td>37.43</td>
<td>38.08</td>
<td>36.92</td>
<td>38.03</td>
<td>36.91</td>
<td>37.80</td>
<td>37.34</td>
</tr>
</tbody>
</table>

Table 3.8: Statistics of configurations of heterogeneous clusters.

![Total Recovery Time](image)

Figure 3.30: Total recovery time under different heterogeneous cluster sizes.

Fig. 3.31 reflects the total recovery time balancing degree. Unlike the homogeneous use case, Replication and AutoReplica do not have the total recovery time as balanced...
as NoReplication under the heterogeneous use case. The reason is that NoReplication’s recovery time is mainly dominated by the data re-computation and re-sending operations. Hence, the recovery time of NoReplication is highly coupled with the failure distribution. On the other hand, the recovery time of Replication and AutoReplica is depending on both failure distribution and replication network assignment. Similar to the homogeneous use case (e.g., Fig. 3.28), Fig. 3.32 demonstrates that in the heterogeneous use case, Replication has the highest overhead. While, AutoReplica achieves the shortest total recovery time with a slightly higher overhead compared to NoReplication. Fig. 3.33 also illustrates the results of overhead balancing which is similar to the homogeneous case.
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Figure 3.33: Coefficient variation of total extra I/O and network traffic for recovery under different heterogeneous cluster sizes.

3.2.7 Summary

We propose a data replica manager solution called “AutoReplica”, working in distributed caching and data processing systems using SSD-HDD tier storages. AutoReplica balances the trade-off between the performance and fault tolerance by storing caches in replica nodes’ SSDs. It has three approaches to build the replica cluster in order to support multiple SLAs, based on an abstract “distance matrix” which considers preset priorities, workload temperature, network delay, storage access latency, etc. AutoReplica can automatically balance loads among nodes. It also conducts seamless online migration operations (i.e., migrate-on-write scheme), instead of pausing the subsystem and copying the entire dataset from one node to the other. AutoReplica also supports parallel prefetching from both primary node and replica node(s) with a new dynamic optimizing streaming technique to improve I/O performance.
Chapter 4

All-Flash Datacenter Storage Systems

The price of flash memory keeps falling and storage capacity of SSDs keeps increasing dramatically. As a result, it is widely believed that all-flash storage systems will be adopted in the enterprise datacenters in the near future. In this chapter, we discuss the resource management problems in all-flash datacenter storage systems.

We first investigate how to improve I/O performance for all-flash and multi-tier datacenter storage systems. We find that existing caching and tiering algorithms are not suitable for all-flash datacenter because they do not consider different specialties (such as high performance, high capacity, etc.) of each SSD tier. Thus, we develop an automatic data placement manager called “AutoTiering” (see in Sec 4.1) to handle VMDK allocation and migration to best utilize the storage resources, optimize the performance, and reduce the migration overhead. AutoTiering is based on an optimization framework. The core technique of which is to predict VM’s performance change on different tiers with different specialties without conducting real migration.

We next focus on how to reduce the total cost of ownership of all-flash datacenter storage systems due to the fact that flash devices with limited write cycles suffer from write amplification. In Sec. 4.2 we develop a TCO model for flash storage devices, and then plug a write amplification model of NVMe SSDs we build based on empirical data into this TCO model. Lastly, we design a new dispatcher called “MINTCO” to guide datacenter managers to make workload allocation decisions under the consideration of minimizing TCO and balancing device endurance.
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4.1 Automatic Tiering to Harness All-Flash Storages

4.1.1 Motivation

To solve the problem caused by I/O bottlenecks, parallel I/O to multiple HDDs in Redundant Array of Independent Disks (RAID) becomes a common approach. However, the performance improvement from RAID is still limited, therefore, lots of big data applications strive to store intermediate data to memory (e.g., RAM) as much as possible such as Apache Spark. Unfortunately, memory is too expensive, and its capacity is very limited (e.g., 64~128GB per server), so it alone is not able to support super-scale cloud computing use cases. As a device between RAM and HDD, SSD has an acceptable price and space. Since 2008, SSDs started to be adopted in the server market and broke the asymmetric R/W IOPS barrier dramatically, and became one of the promising solutions to speedup storage systems as a cache or a fast tier for slow HDDs [11]. However, as time goes by, SSD-HDD based solutions are no longer competent to meet the current big data requirements, due to the huge I/O speed gap between SSDs and HDDs. On the other hand, the capital expenditure of flash-based SSDs keeps decreasing and the storage capacity of SSDs keeps increasing. Thus, it is widely believed that SSD-HDD solution is just for a transition period, and all-flash multi-tier storage systems will be adopted in the enterprise datacenter in the near future, similar to what happened to HDD-tape solution 30 years ago. For example, high-end NVMe SSDs can replace SATA SSD, and low-end TLC SSDs will replace HDDs.

However, traditional caching algorithms are deemed useful only when the performance difference between storage devices is at least 10x, while the gap between SSD tiers in all-flash datacenters is not that big. More importantly, SSDs are expensive, and it is costly to maintain duplicated copies (one for cache and one for backend data) in two SSD tiers. Thus, we develop an automatic data placement manager called “AutoTiering” to handle VM allocation and migration in an all-flash multi-tier datacenter. The ultimate goal is to best utilize the storage resource, optimize the performance, and reduce the migration overhead, by associating VMs with an appropriate tier of storage. AutoTiering is based on an optimization framework to provide the best global (i.e., for all VMs in the datacenter) migration and allocation solution over runtime. AutoTiering’s approximation approach further solves the simplified problem in a polynomial time, which considers both historical and predicted performance factors, as well as estimated migration cost. This comprehensive methodology prevents to frequently migrate back and forth VMs between tiers due to I/O spikes. Specifically, AutoTiering uses a micro-benchmark-based sensitivity calibration and regression session to predict
CHAPTER 4. ALL-FLASH DATACENTER STORAGE SYSTEMS

VM’s performance change on different tiers without performing real migrations, since different VMs may have different benefits of being upgraded to a high-end tier. We implement AutoTiering on VMware ESXi [3] and evaluate its performance with a set of representative applications. The experimental results show that AutoTiering can significantly improve the I/O performance by increasing I/O throughput and bandwidth as well as reducing I/O latency.

4.1.2 Problem Formulation

In this subsection, we first formulate the problem of VM allocation and migration in an all-flash multi-tier datacenter, and then develop an optimization framework to best utilize SSD resource among VMs in the datacenter.

4.1.2.1 System Architecture

As illustrated in Fig. 4.1, AutoTiering has the following components:

- **IO Filter**: Attached to each VMDK (virtual machine disk file) being managed on each host, it is responsible for collecting I/O related statistics as well as running special latency tests on every VMDK. The data will be collected and sent to the AutoTiering Daemon on the host [151].

- **Daemon**: Running on the VM hypervisor of all hosts, it tracks the workload change (i.e., I/O access pattern change) of each VM, collects the results of latency injection tests from the IO Filter, and sends them to the Controller.

Figure 4.1: Architecture of AutoTiering in a multi-tier all-flash storage system.

As illustrated in Fig. 4.1, AutoTiering has the following components:

- **IO Filter**: Attached to each VMDK (virtual machine disk file) being managed on each host, it is responsible for collecting I/O related statistics as well as running special latency tests on every VMDK. The data will be collected and sent to the AutoTiering Daemon on the host [151].

- **Daemon**: Running on the VM hypervisor of all hosts, it tracks the workload change (i.e., I/O access pattern change) of each VM, collects the results of latency injection tests from the IO Filter, and sends them to the Controller.
• **Controller:** Running on a dedicated server, it is responsible for making decisions to trigger migration based on the predicted VM performance (if it is migrated to other tiers) and the corresponding migration overhead.

### 4.1.2.2 Optimization Framework

To develop an optimization framework aimed at minimizing the total amount of server hours by determining a VM migration schedule, we formulate the problem by investigating the following factors: First, from each VM’s point of view, the reason for a certain VM to be migrated from one tier to another is that the VM can perform better after migration, e.g., less average I/O latency, higher IOPS, higher throughput, etc. Second, the corresponding migration cost need to be considered, because migration is relatively expensive (consumes resource and time) and not negligible. Third, from the *global optimization*’s point of view, it is hard to satisfy all VMs to be migrated to their favorite tiers at the same time due to resource constraints and their corresponding SLAs. Fourth, the *global optimization* should consider overtime changes of all VMs as well as post-effects of migration. For example, the current best allocation solution may lead to a bad situation for the future since VMs are changing behaviors during runtime.

Based on these factors, our optimization framework needs to consider potential benefits and penalties, migration overhead, historical and predicted performance of VMs on each tier, and SLA, as shown in Eq. 4.1 to 4.5. Table 4.1 represents notations that we use in this work.

**Maximize:**

$$
\sum_{v, t, \tau} \sum_{k} w_{v, \tau} \cdot \left[ \sum_{k} \alpha_k \cdot r(v, t, \tau, k) - \beta \cdot g(v, t, \tau) \right],
$$

(4.1)

**Subject to:**

for $\forall v, \forall \tau$:

$$
t_{v, \tau} \neq \emptyset, \text{ and } |t_{v, \tau}| \geq 1,
$$

(4.2)

for $\forall \tau_1, \tau_2 \in [0, +\infty)$:

$$
r(v, t_{v, \tau_1}, \tau_1, k_s) \equiv r(v, t_{v, \tau_2}, \tau_2, k_s) \geq 0,
$$

(4.3)

for $\forall v, \forall t, \forall \tau$:

$$
r(v, t_{v, \tau}, k) = r_{Prd}(v, t_{v, \tau - 1}, t_{v, \tau} - 1, k) \geq 0,
$$

(4.4)

$$
\sum_{v} r(v, t_{v, \tau}, k) \leq \Gamma_k \cdot R(t_{v, \tau}, k),
$$

(4.5)
The main idea is to maximize the “Profit”, which is the entire performance gain minus the performance penalty, i.e., “Performance Gain - Performance Penalty”, as shown in the objective function Eq. 4.1. The inner “sum” operator conducts a weighted sum of the usage of all types of resources of each VM (e.g., throughput, bandwidth, storage size, etc.), assuming migrating VM \( v \) from tier \( t_{\tau - 1} \) to \( t_{\tau} \). The outer “sum” operator further iterates all possible migration cases, where weight parameter \( w_{v,\tau} \) reflects the SLA of VM \( v \) in \( \tau \) epoch. Notice that the term “migration” in this work is not to migrate a VM from one host server to another. Instead, only backend VMDK files are migrated from one to the other SSD tier. As a result, non-disk-I/O related resources (e.g., host-side CPU and memory) are not considered in this work. Eq. 4.2 guarantees that each VM is hosted by at least one disk tier. In fact, each VM can have multiple VMDKs, and each of them can be located at different tiers. Unlike the previous SSD-HDD tiering work [62, 63] that are operating on fine-grained data blocks due to the HDD speed bottleneck, the minimal unit to migrate here is the entire VMDK of each VM. Eq. 4.3 ensures that storage size (i.e., VMDK size) will not change before and after migrations, where \( k_s \) is the type index of storage resource. Eq. 4.4 shows that a prediction model function is utilized to predict the performance gain (for details, see Sec. 4.1.3.2). Eq. 4.5 lists resource constraints, where \( \Gamma_k \) is preset upper bound (in percentage) of each type (i.e., \( k \)-th) of resource that can be used. Finally, the temporal migration overhead is the size of the VM to be migrated, divided by the bottleneck of the migrate-out read speed and the migrate-in write speed, i.e., \( g(v, t_{v,\tau - 1}, t_{v,\tau}) = \frac{r(v, t_{v,\tau - 1}, \tau - 1)}{\mu(v,\tau - 1)} \). The migration speed is \( \mu(v, \tau - 1) = \min(PR(\Lambda, t_{v,\tau - 1}, \tau - 1) + PW(\Lambda, t_{v,\tau - 1}, \tau - 1)) \), where \( PR(\Lambda, t_{v,\tau - 1}, \tau - 1) \) is the function of available remaining read throughput. Since we are going to live migrate VM \( v \), the read throughput used by this VM \( (PR(v, t_{v,\tau - 1}, \tau - 1)) \) is also available and has been added back here. \( PW(\Lambda, t_{v,\tau - 1}, \tau - 1) \) gives the migrate-in write throughput.

Since the system has no information on the future workload I/O patterns, it is impossible to conduct the global optimization for all \( \tau \) time periods during runtime. Moreover, the decision making process for each migration epoch in the global optimal solution depends on the past and future epochs, which means that Eq. 4.1 cannot be solved by traditional sub-optimal-based dynamic programming techniques. Lastly, depending on the complexity of the performance prediction model (e.g., Eq. 4.4), the optimization problem can easily become NP-hard.
### Table 4.1: Descriptions of notations used in this work.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v, v_i$</td>
<td>VM $v$, $i$-th VM, $v \in [1, v_{\text{max}}]$, where $v_{\text{max}}$ is the last VM.</td>
</tr>
<tr>
<td>$t, t_i$</td>
<td>Tier $t$, $i$-th tier, $t \in [1, t_{\text{max}}]$, where $t_{\text{max}}$ is the last tier.</td>
</tr>
<tr>
<td>$t_{v, \tau}$</td>
<td>VM $v$’s hosting tier during epoch $\tau$.</td>
</tr>
<tr>
<td>$k$</td>
<td>Different types of resources, $k \in [1, k_{\text{max}}]$, such as throughput, bandwidth, storage size, etc.</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Temporal epoch ID, where $\tau \in [0, +\infty)$.</td>
</tr>
<tr>
<td>$\alpha_k, \beta$</td>
<td>$k$-th resource’s weight, migration cost weight.</td>
</tr>
<tr>
<td>$r(v, t_{v, \tau}, \tau, k)$</td>
<td>Predicted type of $k$ resource usage of VM $v$ running on tier $t_{v, \tau}$.</td>
</tr>
<tr>
<td>$g(v, t_{v, \tau-1}, t_{v, \tau})$</td>
<td>Migration cost of VM $v$ during epoch $\tau$ from tier $t_{v, \tau-1}$ to tier $t_{v, \tau}$.</td>
</tr>
<tr>
<td>$k_s$</td>
<td>“Storage” resource’s index.</td>
</tr>
<tr>
<td>$\mu(v, \tau - 1)$</td>
<td>Estimated migration speed of VM $v$ at time $\tau - 1$ epoch.</td>
</tr>
<tr>
<td>$Pr(v, t, \tau), Prw(v, t, \tau)$</td>
<td>Read/write resource of VM $v$ on tier $t$ during epoch $\tau$.</td>
</tr>
<tr>
<td>$Pr(\Lambda, t, \tau), Prw(\Lambda, t, \tau)$</td>
<td>All remaining available read/write resource of tier $t$ during epoch $\tau$.</td>
</tr>
<tr>
<td>$\Gamma_k$</td>
<td>Upper bound (in percentage) of each type of resource that can be used.</td>
</tr>
<tr>
<td>$R(t_{v, \tau}, k)$</td>
<td>Total capacity of $k$-th type of resource on tier $t_{v, \tau}$.</td>
</tr>
<tr>
<td>$L_t$</td>
<td>Original average I/O latency (without injected latency) of tier $t$.</td>
</tr>
<tr>
<td>$b_v, m_v$</td>
<td>Parameters of TSSCS liner regression model ($y = mx + b$).</td>
</tr>
<tr>
<td>$s_v$</td>
<td>Average I/O size of VM $v$.</td>
</tr>
<tr>
<td>$S_v, \text{VM}[v].\text{size}$</td>
<td>Storage size of VM $v$.</td>
</tr>
<tr>
<td>$w_{v, \tau}, \text{wetP}[t], \text{wetB}[t], \text{wetS}[t]$</td>
<td>Weight of VM $v$ and weights of tier $t$’s each type of resource.</td>
</tr>
<tr>
<td>$\text{maxP}[t], \text{maxB}[t], \text{maxS}[t], \text{spc}[t].P, \text{spc}[t].B, \text{spc}[t].S$</td>
<td>Preset available resource caps and specialties of tier $t$, $P$=throughput, $B$=bandwidth, $S$=storage size.</td>
</tr>
</tbody>
</table>
4.1.3 Approximation Algorithm Design

To obtain the result close to the optimized solution in a polynomial time, we have to relax some constraints. In detail, we first downgrade the goal from “global optimizing for all time” to “only optimizing for each epoch” (i.e., runtime greedy). Furthermore, since we have the foreknowledge of each tier’s performance “specialty” (such as high throughput, high bandwidth, large space, small write amplification function, large over-provisioning ratio, large program/erase cycles, etc.), we can make migration decisions based on the ranking of the estimated performance of each VM on each tier, considering each tier’s specialties and corresponding estimation of migration overhead. Details of our approximation algorithm are discussed in the following subsections.

4.1.3.1 Main Procedure

Alg. 3 lines 1-8 show the main procedure of AutoTiering, which periodically monitors the performance and checks whether a VM needs to be migrated. Specifically, \( \text{monitorEpoch} \) is the frequency of evaluating and regressing the performance estimation model, and \( \text{migrationEpoch} \) is the frequency of triggering VM migration from one tier to the other one. The migration decision is made at the beginning of each \( \text{migrationEpoch} \), which is greater than \( \text{monitorEpoch} \). Apparently, the smaller temporal window sizes, the more frequent monitoring, measurement, and migration. The system administrator can balance a tradeoff between the accuracy and the migration cost by conducting a sensitivity analysis before deployment. As shown in line 4 of Alg. 3, procedure \( \text{tierSpdSenCalibrate} \) estimates VM’s performance on each tier based on the regression model. Line 5, thus, calculates performance matrices, and line 6 calculates the score by considering the historical and current performance of each VM, estimates the corresponding migration overhead. Finally, VM migrations are triggered, see line 8. We describe their details in the following subsections.

4.1.3.2 Tier Speed Sensitivity Calibration

In order to estimate each VM’s performance on other tiers without conducting any actual migration, we first try to “emulate” the speed of tiers by manually injecting a synthetic latency to each VM’s I/Os, and measure the resultant effect on total I/O latency by calling IOFilter APIs (e.g., VMware vSphere APIs for I/O Filtering). A representative result of our preliminary experiment is shown in Fig. 4.2, where we observe that the performance variation can be modeled to a linear function. VMs running different types of applications have varying performance sensitivity to the tier. More precisely, a VM with synchronous applications is more sensitive to the tier speed change.
Algorithm 3: AutoTiering Procedure Part I.

```plaintext
Procedure autoTiering()
    while True do
        if currTime MOD monitorEpoch = 0 then
            tierSpdSenCalibration();
            calCapacityMatrices();
            calScore();
        if currTime MOD migrationEpoch = 0 then
            triggerMigration();
    Procedure tierSpdSenCalibration()
        for t ∈ tierSet do
            for v ∈ VMSet[t] do
                for samplesWithLatency ∈ sampleSet[t][v] do
                    CV+ = calCV(samplesWithLatency);
                    samplesWithLatency = avg(samplesWithLatency);
                    CV/ = len(sampleSet[t][v]);
                if CV ≥ 1 then
                    VM[v].conf = 0.05;
                else
                    VM[v].conf = 1 − CV;
                (VM[v].m, VM[v].b) = regress(sampleSet[t][v]);
        return;
    Procedure calCapacityMatrices()
        for t ∈ tierSet do
            for v ∈ VMSet[t] do
                Lat = estimateAvgLat(v, t);
                if Lat > 0 then
                    IOPS = 10^6/Lat;
                else
                    IOPS = 0;
                VMCapMat[t][v].P = IOPS;
                VMCapMat[t][v].B = \frac{IOPS \times VM[v].avgIOSize}{10^6};
                VMCapMat[t][v].S = VM[v].size;
        return;
    Procedure estimateAvgLat(v,t)
        return VM[v].m \times (tierLatency[t] − tierLatency[VM[v].tier]) + VM[v].b;
```
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than a VM with asynchronous applications. The main reason is that the latter one needs to wait until each I/O has been completed.

\[
y = 879.87x + 2604
\]

\[
y = 78.571x + 622
\]

Figure 4.2: Example of VM’s performance changes under different injected latencies.

Motivated by this observation, we introduce a micro-benchmark session, called “Tier Speed Sensitivity Calibration Session (TSSCS)”, to predict (i.e., without conducting actual migration) how much performance benefit (resp. performance penalty) it can take for each VM if we migrate that VM to a faster (resp. slower) tier. In detail, TSSCS has the following properties:

- **Lightweight**: Running inside the IOFilter, TSSCS injects a synthetic tiny latency to each VM in a very low frequency, without affecting the current hosting workload performance.

- **Multi-Samples per Latency**: TSSCS improves the accuracy of emulating each VM’s performance under each tier by taking the average over multiple samples that are obtained with the same injected latency of each tier.

- **Multi-Latencies per Session**: TSSCS takes multiple latencies per session to refine the regression.

- **Multi-Sessions during Runtime**: TSSCS is periodically triggered to update the regression model by calling “tierSpdSenCalibration” in Alg. 3 line 4.

Fig. 4.3 depicts an example of three VMs running on three different tiers: VM \(v_1\) on tier \(t_1\), VM \(v_2\) on tier \(t_2\), and VM \(v_3\) on tier \(t_3\). Assume \(t_1\) is 2,000 \(\mu s\) faster than \(t_2\), and \(t_2\) is 2,000 \(\mu s\) faster than \(t_3\). We run TSSCS on each VM on their hosting tier, and get the latency curves shown in three plots in Fig. 4.3. Since all injected latencies are additional to the original bare latency (i.e., without injected latency), we have to align them according to the absolute latency values (i.e., bare latency + injected latency). Notice that since we cannot inject negative latencies (i.e., obviously we can only slow down the tier), the dash lines in subfigures “VM2 on tier2” and “VM3 on tier3”
are regressed based on the solid lines. After that, we can draw three (colored) lines for each tier based on their absolute latency values (i.e., red for tier1, green for tier2, and blue for tier3). Then, we can easily predict the average I/O latency values of each VM on each tier (i.e., red points for $t_1$, green points for $t_2$, and blue points for $t_3$). We see that VM1 is the most sensitive one to tier speed changes (i.e., with the greatest gradient), while VM3 is the least sensitive one (i.e., relatively flat). Therefore, intuitively, we should assign VM1 to tier1 (fastest tier) and VM3 to tier3 (slowest tier). Alg. 3 lines 9-21 describe the procedure of tier speed sensitivity calibration session (TSSCS).

In addition, AutoTiering calculates the coefficient variation (CV) of sampling results to decide the estimation confidence, see in lines 13 and 16-19.

![Figure 4.3: Example of average I/O latency estimation.](image)

### 4.1.3.2.1 Performance Capacity Matrices

Once we have the average latency vs. injected latency curves of each VM of the current moment, we calculate corresponding performance the estimation of throughput (denoted as $P$, unit in IOPS), bandwidth (denoted as $B$, unit in MBPS), and storage size (denoted as $S$, unit in bytes), and record them into three two-dimensional matrices, i.e., $VMCapMat[t][v], P$, $VMCapMat[t][v], B$, and $VMCapMat[t][v], S$, where $t$ and $v$ are IDs of tier and VM, respectively. Compared to the first two matrices, the last matrix is relatively straightforward to be obtained by calling the hypervisor APIs to measure the storage size that each VM is occupying. As shown in Alg. 3 lines 22-33, AutoTiering updates the VM capacity matrices (i.e., $VMCapMat$) by reiterating for all tiers and VMs. It estimates the “new” latency under other tiers.
Algorithm 4: AutoTiering Procedure Part II.

1 Procedure calScore()
2   for t ∈ tierSet do
3       for v ∈ VMSet[t] do
4          if maxP[t] < VMCapMat[t][v].P or
5                     maxB[t] < VMCapMat[t][v].B or
6                     maxS[t] < VMCapMat[t][v].S then
7             VMCapRatMat[t][v].P = 0;
8             VMCapRatMat[t][v].B = 0;
9             VMCapRatMat[t][v].S = 0;
10            tierVMPerfScore[t][v] = −1;
11            continue;
12          /* Convert to percent capacities */;
13          VMCapRatMat[t][v].P = VMCapMat[t][v].P / maxP[t];
14          VMCapRatMat[t][v].B = VMCapMat[t][v].B / maxP[t];
15          VMCapRatMat[t][v].S = VMCapMat[t][v].S / maxS[t];
16          tierVMPerfScore[t][v] = agingFactor × ttlVMCapRatMat[t][v] + currCapScore(t, v) −
17                          wetMig[t] × migCost(t, v);
18       return;
19 Procedure migCost(t, v)  
20       migSpd = min(remReadThrput(VM[v].tier) +
21                  VM[v].currReadThrpt, remWriteThrput(t));
22       return VM[v].size/migSpd;
23 Procedure triggerMigration()  
24       for t ∈ tierSet do
25          for v ∈ descendingSortByScore(tierVMPerfScore[t]) do
26             if VM[v].isAssigned = False and tierVMPerfScore[t][v] ≠ −1 and tierHasCapacityForVM(t, v) then
27                assignVMToTier(v, t);
28            VM[v].isAssigned = True;
29       return;
CHAPTER 4. ALL-FLASH DATACENTER STORAGE SYSTEMS

by calling the “\textit{estimateAvgLat}(v, t)” function in Alg. 3 line 25. Lines 34-35 show the detail of \textit{estimateAvgLat} function, where the input parameters are VM \(v\) and target tier \(t\) for estimation, which returns an estimation based on the linear regressions of \(m\) and \(b\) values. Once the estimated average I/O latency results are obtained, we calculate the throughput and bandwidth in Alg. 3 lines 30 and 31. Lastly, the storage size will also be updated into the \(V M C a p M a t\) (i.e., Alg. 3 line 32).

Furthermore, since it gets harder to evaluate demands of different recourse types together (because they have different units), AutoTiering normalizes the VM’s estimated/measured throughput, bandwidth and storage utilization value according to the total available resource capacity of each tier, which is called the normalized capacity utilization rate matrix \(V M C a p R a t M a t\), as shown in Alg. 4 lines 4-13.

4.1.3.3 Performance Score Calculation

AutoTiering takes three steps to calculate the performance score based to reflect the following factors: First, \textit{Characteristics of both tier and VM}: the score should reflect each tier’s specialty and each VM’s workload characteristics running on each tier. Thus, our solution is to calculate each VM’s score on each tier separately. Second, \textit{SLA weights}: VMs are not equal since they have different SLA weights, as shown in Eq. 4.1. Third, \textit{Confidence of estimation}: we use coefficient variation calculated in performance matrices to reflect the confidence of estimation. Fourth, \textit{History and migration costs}: a comprehensive aging factor for historical scores and estimated migration cost are considered during the score calculation.

\textit{[Step 1] Tier Specialty Matrix}: To reflect the specialty, we introduce a two-dimension tier-specialty matrix \(\text{spc}\). For example, “\(\text{spc}[t].P = 1\), \(\text{spc}[t].B = 1\) and \(\text{spc}[t].S = 0\)” reflects that tier \(t\) is good at throughput and bandwidth, but bad at storage capacity. In fact, this matrix can be extended to a finer granularity to further control specialty degree, and more types of resources can be included into this matrix, if needed. Moreover, tiers are sorted in the order of high-to-low-end (e.g., most-to-least-expensive-tier) in the matrix, and this order is regarded as a priority order during the migration decision making period.

\textit{[Step 2] Orthogonal Match between VM Demands and Tier Specialties}: The next question is “how to reflect each VM’s performance on each tier \textit{AND} reflect how good VMs can utilize each tier’s specialty?”. Our solution is to introduce a process called “orthogonal match” (denoted as “\(\Omega\)” to score the “matching degree”. This process is a per-VM-per-tier multiplication operation of
“specialty” matrix and “VMCapRatMat” matrix, i.e.,

\[ \text{currCapScore}(t, v) = \Omega(t, v) \]

\[ = \left[ \text{spc}[t].P \times \text{wetP}[t], \text{spc}[t].B \times \text{wetB}[t], \text{spc}[t].S \times \text{wetS}[t] \right] \]

\[ \times \left[ \text{VMCapRatMat}[t][v].P \right. \]

\[ \times \left. \text{VMCapRatMat}[t][v].B, \text{VMCapRatMat}[t][v].S \right] \times \text{VM}[v].\text{SLA} \times \text{VM}[v].\text{conf} \]

\[ \div (\text{wetP}[t] + \text{wetB}[t] + \text{wetS}[t]), \] (4.6)

where currCapScore gives the current capacity score, and VMCapRatMat is the VM capacity utilization rate matrix.

[Step 3] Comprehensive Performance Score: The final performance score is a comprehensive sum of historical score, current epoch capacity score and penalty of corresponding migration cost, i.e.,

\[ \text{tierVMPerfScore} = \text{agingFactor} \times \text{histTierVMPerfScore} \]

\[ + \text{currCapScore} - \text{wetMig} \times \text{migCost} \] (4.7)

This process is also shown in Alg. 4 line 14. Specifically, to avoid the case that some VMs are frequently migrated back and forth between tiers (due to making decision only based on recent one epoch which may contain I/O spikes or bursties), AutoTiering needs to comprehensively consider history scores, with a preset agingFactor to fadeout outdated scores. Current capacity score currCapScore is calculated by the orthogonal match procedure. Additionally, Alg. 4 lines 16-18 show the procedure of migrationCost calculation.

4.1.4 Evaluation

4.1.4.1 Evaluation Methodology

4.1.4.1.1 Implementation Details We build AutoTiering on VMware ESXi hypervisor 6.0.0 [3]. Table 4.2 summarizes the server configuration of our implementation. Table 4.3 further shows the specs of each tier (each tier has multiple SSDs). We set the specialty matrix such that tier 1 is good for throughput and bandwidth performance, tier 2 is the secondary performance tier but with larger capacity, and tier 3 is the capacity tier to replace HDDs.
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4.1.4.1.2 Workloads To evaluate performance under different algorithms, we use IOMeter [152] and FIO [153] to generate I/O workloads to represent real world use cases. Table 4.4 shows some statistical analysis of 14 used workloads. Each VM has multiple VMDKs with different sizes, such as system disk, datastore disk, etc.

4.1.4.1.3 Comparison Candidates We compare AutoTiering (AT) with two other solutions [126]: (1) IDT: IOPS Dynamic Tiering, implements dynamic configuration and placement using a greedy IOPS-only criteria where the higher IOPS extents are moved to the higher IOPS tiers; and (2) EDT: Extent-based Dynamic Tiering, updates VM-tier assignment for every epoch, based on each VM’s capacity and IOPS requirements. To fully utilize the high speed all-flash datacenter, we slightly modify IDT and EDT to support the “per-VMDK-based” operation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Server</td>
<td>HPE ProLiant DL380 G9</td>
</tr>
<tr>
<td>Host Processor</td>
<td>Intel Xeon CPU E5-2360 v3</td>
</tr>
<tr>
<td>Host Processor Speed</td>
<td>2.40GHz</td>
</tr>
<tr>
<td>Host Processor Cores</td>
<td>12 Cores</td>
</tr>
<tr>
<td>Host Memory Capacity</td>
<td>64GB DIMM DDR4</td>
</tr>
<tr>
<td>Host Memory Data Rate</td>
<td>2133 MHz</td>
</tr>
<tr>
<td>Host Hypervisor</td>
<td>VMware ESXi 6.0.0</td>
</tr>
</tbody>
</table>

Table 4.2: Host server configuration.

<table>
<thead>
<tr>
<th>Tier</th>
<th>Model</th>
<th>Protcl.</th>
<th>IOPS</th>
<th>MBPS</th>
<th>PerDisk Size(GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Samsung PM953</td>
<td>NVMe</td>
<td>240K</td>
<td>19K</td>
<td>480</td>
</tr>
<tr>
<td>2</td>
<td>Samsung PM1633</td>
<td>SAS</td>
<td>200K</td>
<td>37K</td>
<td>960</td>
</tr>
<tr>
<td>3</td>
<td>Samsung PM863</td>
<td>SATA</td>
<td>99K</td>
<td>18K</td>
<td>960</td>
</tr>
</tbody>
</table>

Table 4.3: Multi-tier flash drivers configuration.
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4.1.4.2 Study on Throughput, Bandwidth and Latency Changes

Fig. 4.4 illustrates the average throughput, bandwidth, and normalized latency of all tiers over time for both read (Rd) and write (Wt) I/Os. AutoTiering achieves up to 44.74% and 38.78% higher IOPS than IDT and EDT, respectively. Similar results can be obtained for bandwidth and latency as shown in Figs. 4.4(b) and (c). Fig. 4.5 depicts per-tier results to further show the performance improvement brought by AutoTiering.

<table>
<thead>
<tr>
<th>Load</th>
<th>Workload</th>
<th>Represented Scenarios</th>
<th>Thrupt. (IOPS)</th>
<th>BW. (BPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy</td>
<td>BasicVerify</td>
<td>SQL database server</td>
<td>95.5K</td>
<td>373M</td>
</tr>
<tr>
<td></td>
<td>SSDSteady</td>
<td>System development</td>
<td>116K</td>
<td>453M</td>
</tr>
<tr>
<td></td>
<td>Zip f I/Os</td>
<td>Web apps</td>
<td>1942K</td>
<td>7585M</td>
</tr>
<tr>
<td></td>
<td>AsyncRead</td>
<td>Read intensive apps</td>
<td>88.3K</td>
<td>345M</td>
</tr>
<tr>
<td></td>
<td>AsyncWrite</td>
<td>Write intensive apps</td>
<td>6.65K</td>
<td>25M</td>
</tr>
<tr>
<td>Middle</td>
<td>Flow</td>
<td>Big data frameworks</td>
<td>19.2K</td>
<td>150M</td>
</tr>
<tr>
<td></td>
<td>Iometer</td>
<td>File server</td>
<td>47K</td>
<td>205M</td>
</tr>
<tr>
<td></td>
<td>JESD</td>
<td>High endurance apps</td>
<td>18.3K</td>
<td>136M</td>
</tr>
<tr>
<td></td>
<td>LatencyProfile</td>
<td>Cloud system manager</td>
<td>39.6K</td>
<td>155M</td>
</tr>
<tr>
<td></td>
<td>SSDTest</td>
<td>Hardware development</td>
<td>47K</td>
<td>205M</td>
</tr>
<tr>
<td>Light</td>
<td>RandZone</td>
<td>Multi-user database</td>
<td>7.75K</td>
<td>30.3M</td>
</tr>
<tr>
<td></td>
<td>SurfaceScan</td>
<td>Enterprise backup server</td>
<td>6.98K</td>
<td>436M</td>
</tr>
<tr>
<td></td>
<td>SyncRead</td>
<td>Read intensive sync apps</td>
<td>6.65K</td>
<td>25M</td>
</tr>
<tr>
<td></td>
<td>SyncWrite</td>
<td>Metadata sync server</td>
<td>4</td>
<td>16K</td>
</tr>
</tbody>
</table>

Table 4.4: Resource demands of selected workloads.

Figure 4.4: Average throughput, bandwidth, and latency of all tiers.
We observe that AutoTiering performs the best in terms of (both read and write) throughputs, bandwidths and latencies on tier 1, which is because the specialty matrix sets tier 1 to optimize performance-sensitive workloads. On the other hand, we also see that AutoTiering sometimes achieves lower throughput and bandwidth in tier 2 and 3 compared with IDT and EDT. This is because IDT is an IOPS-only algorithm, which migrates high-IOPS-demand (especially write I/O) workloads to tier 1, such that the write IOPS is optimized. Similarly, EDT considers both IOPS and capacity, and thus has slightly better write IOPS compared to AutoTiering in the capacity tier 3. It is worth mentioning that AutoTiering achieves the lowest latencies in all cases except write latency in tier 2 (as shown in Fig. 4.5(c) 5th column), because AutoTiering migrates many VMDKs that have large average I/O size (high write bandwidth), and thus, as a tradeoff, the latency is increased.

Moreover, Fig. 4.6 depicts the distribution of total throughput and bandwidth of all tiers for different algorithms. From Fig. 4.6(a), we observe that under AutoTiering (red curve), majority of I/Os has more than 100K IOPS, and even half of them have more than 125K IOPS. In contrast, 90% of I/Os are less than 100K IOPS (blue curve) under IDT, and almost all I/Os from IDT are less than 100K (green curve). Similarly, from Fig. 4.6(b), we can see that the majority (around 90%) of IDT and EDT I/Os are less than 1,200 MBPS, while more than half of AutoTiering’s I/Os can achieve larger than 1,200 MBPS bandwidth.
4.1.4.3 Study on Runtime Distribution of Resource Utilization

Figure 4.6: CDF of throughput and bandwidth of all tiers.

Figure 4.7: Runtime changes of throughput, bandwidth, and latency of each tier under different algorithms.

Fig. 4.7 shows runtime changes of throughput, bandwidth and latency distribution across
CHAPTER 4. ALL-FLASH DATACENTER STORAGE SYSTEMS

tiers over time. We observe that the areas in Figs. 4.7(c) and (f) are larger than those in Figs. 4.7(a)-(b), and Figs. 4.7(d)-(f), respectively. The areas in Fig. 4.7(i) are also much smaller than those in Figs. 4.7(g)-(h). This verifies our observations in Sec. 4.1.4.2 that AutoTiering achieves better throughput and bandwidth performance than IDT and EDT. We also observe in Figs. 4.7(a) to (f) that the area of each tier in AutoTiering is “thicker” than that in IDT and EDT (after AutoTiering’s warming up periods from the 0-th to the 3-th epoch). This indicates that AutoTiering can better utilize throughput and bandwidth resources of each tier by proper and less migrations. In Fig. 4.7(i), we see that the majority of AutoTiering’s latency is located in tier 3 (the write latency “T3 Rd Lat”), which is because that tier 3 is regarded as the capacity tier to replace HDD. As a result, AutoTiering migrates read-intensive VMs with large VMDKs to leverage tier 3, and leaves tiers 1 and 2 for other write-intensive workloads.

4.1.4.4 Study on Migration Overhead

To investigate the migration overhead of three algorithms, we show the normalized temporal migration cost results in Fig. 4.8. The blue bars show the normalized total migrated data size, and the green bars show the normalized number of VMs that are migrated (multiple migrations on a single VM is counted as 1). The former is to reflect the “working volume size”, and the latter is to reflect the “working set size”. AutoTiering performs best among the three, since it migrates less data and interrupts less VMs, which saves lots of system resources. In summary, AutoTiering chooses the best tier for each VM for better performance and prevents unnecessary migrations due to I/O spikes, ascribed to its comprehensive decision which is based on a more accurate performance estimation method.

Figure 4.8: Normalized migration cost results.
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4.1.5 Summary

We present a novel data placement manager “AutoTiering” to optimize the virtual machine performance by allocating and migrating them across multiple SSD tiers in the all-flash datacenter. AutoTiering is based on an optimization framework to provide the global best migration and allocation solution over runtime. We further proposed an approximation algorithm to solve the problem in a polynomial time, which considers both historical and predicted performance factors, and estimated migrating cost. Experimental results show that AutoTiering can significantly improve system performance.

4.2 Endurance, Total Cost of Ownership and Workload Deployment

4.2.1 Motivation

The world has entered the era of “Big Data”, when large amount of data is being collected from a variety of sources, including computing devices of all types, shapes and forms. This data is then being pushed back to large, back-end datacenters where it is processed to extract relevant information. As a result of this transformation, a large number of server-side applications are becoming increasingly I/O intensive. Furthermore, with the amount of data being gathered increasing with every passing day, the pressure on the I/O subsystem will continue to keep on increasing [154].

To handle this high I/O traffic, datacenter servers are being equipped with the best possible hardware available encompassing compute, memory, networking and storage domains. Traditionally, I/O has been handled by HDDs. HDDs have the benefit of providing an excellent economic value ($/GB), but being built with mechanical moving parts, they suffer from inherent physical throughput limitations, especially for random I/Os. To counter these performance limitations, SSDs have recently begun to emerge as a viable storage alternative to HDDs. In the recent past, SSDs have gained widespread adoption owing to reduced costs from the economies of scale. Datacenters, especially popular public cloud providers (e.g., [155][156]) have been at the forefront of adopting flash technology.

Nevertheless, during this revolutionary change in cloud storage systems, flash based SSDs face two major concerns: cost and write amplification (WA). Firstly, the costs of owning (purchasing and maintaining) SSDs can still be very high. Balancing the trade-off between performance and economy is still an uphill battle. Currently, Total Cost of Ownership (TCO), comprising of two major costs, i.e., Capital and Operating Expenditures, remains a popular metric. However, only a few prior
studies have focused on the TCO of SSDs in datacenters, especially with the consideration of the cost of SSD’s endurance.

Secondly, SSDs have limited write cycles and also suffer from Write Amplification (WA) which is caused by a number of factors specific to flash devices including erase-before-rewrite, background garbage collection, and wear leveling. In fact, the WA of an SSD is a direct function of the I/O traffic it experiences. The I/O traffic, in turn, comprises of a number of different factors like the fraction of writes (as opposed to reads), the average size of I/O requests, the arrival rate of I/Os, and the ratio of sequential I/O patterns (as opposed to random I/O) in the overall I/O stream. Greater WA can significantly reduce the lifetime and increase the ownership cost of flash devices.

Therefore, in this work, we focus on the problem of deploying and allocating applications to a shared all-flash storage system of modern datacenters in order to reduce WA and TCO. In detail, workloads (I/O streams from an application) have different features, but in a long term of view, the I/O pattern of the same application can be characterized. Hence, we can address the above two concerns by investigating the relationship between workload patterns and WA and then leveraging the relationship to develop new TCO models. In our experiments, we find that workloads with different sequential ratios have varying write amplifications even on the same SSD, which changes the lifetime of the device and eventually affects the TCO. We are thus motivated to evaluate storage systems from a cost perspective that includes many dimensions such as maintenance and purchase cost, device wornout, workload characteristics, and total data amount that can be written to the disk, etc. To sum up, in this work, we make the following contributions to achieve this goal.

• We conduct real experiments to measure and characterize the write amplification under different workloads, and reveal the relationship between write amplification and workload sequential ratio for each disk with fixed flash Translation Layer (FTL) specs.

• We propose a new TCO model to consider multiple factors like SSD lifetime, workload sequentiality, write wornout and the total writes.

• We propose statistical approaches for calculating components that are essential for computing the TCO but cannot (practically) be measured from SSDs during runtime, such as write amplification and wornout of each SSD.

• Based on our TCO model, we develop a set of new online adaptive flash allocation managers called “MINTCO”, which leverage our TCO model to dynamically assign workloads to the SSD disk
pool. The goals of \textsc{mintco} are: (1) to minimize the TCO, (2) to maximize client throughput as many as possible, and (3) to balance the load among SSD devices and best utilize SSD resources.

Lastly, we evaluate our new models and approaches using real world trace-driven simulation. Our experimental results show that \textsc{mintco} can reduce the TCO by up to 90.47\% compared to other traditional algorithms. Meanwhile, it guarantees relatively high throughput and spatial utilization of the entire SSD-based datacenter.

4.2.2 TCO Models of All-Flash Storages

TCO of an all-flash datacenter’s storage system is a mix of a large number of items. Broadly speaking, these items can be broken down into two major categories: (1) Capital Expenditure (CapEx), and (2) Operating Expenditure (OpEx). Capital Expenditure refers to the amount of money that needs to be spent in setting up a facility. These include the cost of buying individual components of the servers, power supplies, racks that house the servers, among other things. OpEx, on the other hand, is the amount of money that is spent in the day-to-day operation of a datacenter. Examples of OpEx include electricity costs and personnel costs (required for maintaining the datacenter). CapEx is traditionally a large, one time expenditure [157] while OpEx consists of small(er), recurring expenditures.

In this subsection, we develop a TCO model for an SSD intensive datacenter, based on the characteristics of the workloads (i.e., application I/O streams) that are scheduled on to those SSD devices. Our TCO model focuses specifically on the costs related to acquiring (i.e., CapEx) and maintaining (i.e., OpEx) SSDs in a datacenter.

4.2.2.1 Workload and Storage Models

First, we briefly explain our assumptions about datacenters, their workloads and storage systems. We assume the datacenter to be a large pool of SSD devices. This helps us abstract the problem of modeling SSDs from a per-server resource to a pool of datacenter-wide resources. We then model the storage system of such a datacenter as a \textit{workload-to-disk allocation problem}, as shown in Fig. 4.9. In this model, we have a pool of $N_D$ SSDs as shown in Fig. 4.9. Meanwhile, there are $N_W$ applications (workloads) that submit I/O requests with logical write rates $\lambda_{LJ_i}$ (where $1 \leq i \leq N_W$, and “$LJ$” stands for “logical” and “job”), as seen in the left hand box of Fig. 4.9. To complete the connection between I/O requests and the SSDs, we assume an allocation algorithm that is used by the dispatcher to assign I/O workloads to different SSDs. Each workload has its own
characteristic, and arrives at the dispatcher at different times. Multiple workloads can be assigned to
the same disk as long as the capacity (e.g., space and throughput) of the disk is sufficient, such that
the logical write rate ($\lambda_{L_i}$) to disk $i$ is the summation of logical write rates from the workloads in the
set $\mathcal{J}_i$ that are allocated to that SSD, i.e., $\lambda_{L_i} = \sum_{j \in \mathcal{J}_i} \lambda_{L_j}$. We summarize our main assumptions
as follows.

4.2.2.1.1 I/O Workload with Certain Properties

“Workload” is defined as an endless logical I/O stream issued by applications. Particularly, from a long-term view (e.g., years), characteristics
of workloads, such as sequential ratio, daily write rate, read-write ratio, working set size, re-access
ratio, can be abstracted as (almost) fixed values. Workloads may arrive at the datacenter at different
times. Once a workload arrives, the dispatcher assigns it to one certain disk, and the disk will
execute this workload until the disk(s) is (are) “dead” (i.e., SSD write cycle limit is reached), or
the workload finishes. We ignore the overhead (such as time and energy consumption) during the
workload deployment.

![Model of a datacenter storage system](image)

Figure 4.9: Model of a datacenter storage system.

4.2.2.1.2 Isolation among Multiple Workloads on a Single SSD

Multiple workloads can be
assigned to a single SSD, and have separate and independent working sets (i.e., address spaces and
segments are isolated). Therefore, the cross-workloads effects along I/O path due to interleaving
working sets are negligible.

4.2.2.1.3 SSD’s Write Amplification Model

We use the WA model to capture the behavior of
an SSD under a workload with a specific I/O pattern. Our WA model can estimate the WAF of each
disk by using the sequentiality information of multiple workloads that are concurrently executing at
4.2.2.2 Total Cost of Ownership Model

Owning and maintaining a low-cost SSD-intensive datacenter is critically important. TCO has been widely adopted to evaluate and assess storage subsystem solutions for traditional hard drives. However, to the best of our knowledge, there is no standard formula for calculating the TCO of the SSD-intensive storage subsystem. In order to comprehensively assess the expenditure of a datacenter, a generic TCO model should consider purchasing and maintenance costs, service time, served I/O amount and device wornout. We present the following models to calculate the TCO.

As we mentioned, two major types of costs: CapEx \(C_{I_i}\) and OpEx \(C'_{M_i}\) are considered in the basic TCO model. In detail, \(C_{I_i} = C_{Purchase_i} + C_{Setup_i}\) and \(C'_{M_i} = C'_{Power_i} + C'_{Labor_i}\), where \(C_{Purchase_i}\) and \(C_{Setup_i}\) are one-time cost ($) of device purchase and device setup, and \(C'_{Power_i}\) and \(C'_{Labor_i}\) are power and maintenance labor cost rate ($/day). Although CapEx \(C'_{I_i}\) is one time cost, OpEx \(C'_{M_i}\) is a daily rate and the TCO depends on the amount of time that an SSD has been used. Therefore, we need to attach a notion of time to TCO. Assume we know the expected life time \(T_{Lf_i}\) of each disk (i.e., \(T_{Lf_i} = T_{Di} - T_{I_i}\), where \(T_{Di}\) and \(T_{I_i}\) are the time when the disk \(i\) is completely worn out and the time when it starts to serve its first request, respectively), the total cost for purchasing and maintaining a pool of SSDs can be calculated as:

\[
TCO = \sum_{i=1}^{N_D} (C_{I_i} + C'_{M_i} \cdot T_{Lf_i}),
\]

(4.8)

where \(N_D\) is the number of disks in the pool. Fig. 4.10(a) also illustrates an example from time stamp view, where I/O workloads keep arriving and thus the physical write rate of disk \(i\) increases accordingly. Furthermore, to conduct a fair judgment, we introduce the data-averaged TCO rate \((TCO')\) from the perspective of the cost vs. the total amount of (logical) data served (written) to an SSD as follows.

Therefore, to conduct a fair and meaningful comparison, we introduce the data-averaged TCO rate \((TCO')\) from the perspective of the cost vs. the total amount of (logical) data served (written) to an SSD as follows.

\[
TCO' = \frac{\sum_{i=1}^{N_D} (C_{I_i} + C'_{M_i} \cdot T_{Lf_i})}{\sum_{j=1}^{N_W} D_j},
\]

(4.9)
where $\sum_{j=1}^{N_W} D_j$ is the total logical data write amount for all $N_W$ workloads. We use logical writes as a proxy for physical writes not only because the former is much easier to obtain for most workloads, but also because by being normalized by the logical writes, the $TCO'$ is able to reflect the WAF and judge the disk-level wear leveling performance of different allocation algorithms.

4.2.2.3 Calibrating TCO Models

The models developed in the prior subsection have all assumed that certain parameters for TCO calculation (e.g., total logical data write amount, expected lifetime, etc.) are readily available or measurable. However, it is impractical to measure some parameters that are necessary for our TCO models. In this subsection, we propose a mathematical approach of estimating those parameters that are hard to be measured directly.

4.2.2.3.1 Total Logical Data Writes

Given workload $j$’s logical write rate $\lambda_{L_j}$, arrival time $T_{A_j}$ and estimated time of death ($T_{D(j)}$) of workload $j$’s host disk $D(j)$, we can calculate the total amount of data written by all the jobs over their course of execution as: $\sum_{j=1}^{N_W} D_j = \sum_{j=1}^{N_W} \lambda_{L_j} (T_{D(j)} - T_{A_j})$, where $\lambda_{L_j}$ is the logical data write rate of workload $j$. The only unknown parameter left is $T_{D(j)}$, which can be obtained by calculating each host disk’s expected lifetime.

4.2.2.3.2 Expected Lifetime

The lifetime of a disk depends not only on the write traffic from the currently executing jobs, but also on those jobs that have already been deployed on the disk. Furthermore, we also need to account for the effects of the combined write traffic of the workloads that are concurrently executing on a disk. As shown in Fig. 4.10(a), the lifetime of disk $i$ is the period from $T_{I_i}$ to $T_{D_i}$. We further split the lifetime into two phases: (1) all (accumulated) working epochs ($T_{W_i}$) until the last workload arrives, i.e., $T_{W_i} = T_{R_i} - T_{I_i}$, where $T_{R_i}$ is the assigned time of the most recent workload; and (2) expected work lifetime ($T_{E_i}$) from $T_{R_i}$ to the expected death time, i.e.,
$T_{E_i} = T_{D_i} - T_{R_i}$. The former is easy to monitor, and the latter is further estimated as the available remaining write cycles of disk $i$ divided by the physical data write rate ($\lambda_{P_i}$) of disk $i$ from $T_{R_i}$. Moreover, $\lambda_{P_i}$ can be calculated as disk $i$’s logical data write rate ($\lambda_{L_i}$) times disk $i$’s WAF ($A_i$). Thus, we have $T_{Lf_i} = T_{D_i} - T_{I_i} = T_{W_i} + T_{E_i} = (T_{R_i} - T_{I_i}) + \frac{W_i - w_i}{\lambda_{P_i}} = (T_{R_i} - T_{I_i}) + \frac{W_i - w_i}{\lambda_{L_i} \cdot f_{seq}(S_i)}$, where $A_i$, $W_i$, $w_i$ and $S_i$ are the WAF function, the total write limit, current write count (wornout), and sequential ratio of all running workloads of disk $i$, respectively. Since the SSDs’ hardware are fixed, we denote $A_i$ as a function of workload’s write I/O sequential ratio ($f_{seq}$) of disk $i$, which will be validated and regressed in our experimental subsection (Sec. 4.2.4.1.5). In fact, we can plug any WAF model into this TCO model. As of now, we also know $T_{R_i}$, $T_{I_i}$ and $W_i$, and what we need to estimate next are the remaining parameters, i.e., $\lambda_{L_i}$, $S_i$ and $w_i$.

### 4.2.2.3.3 Logical Write Rate of Workloads on Disk

For disk $i$, its logical write rate $\lambda_{L_i}$ should be the sum of all its assigned workloads’ logical write rates, i.e., $\lambda_{L_i} = \sum_{j \in J_i} \lambda_{L_{ij}}$, where $J_i$ is the set of workloads running on disk $i$. Notice that there is a boundary case during the very early stage when no workloads have been assigned to the disk $i$ (i.e., $J_i = \emptyset$), such that $\frac{W_i - w_i}{\lambda_{L_i} \cdot f_{seq}(S_i)}$ becomes infinite. To avoid such an extreme case, we conduct a warming up process that assigns at least one workload to each disk. Only after this warming up phase is done, we start to calculate $T_{Lf_i}$.

### 4.2.2.3.4 Sequential Ratio of Workloads on Disk

In order to calculate the write amplification $A_i$ in Sec. 4.2.2.3.2, we need to know the sequential ratio of multiple workloads that are assigned to one disk. Unlike the logical write rate, the combined sequential ratio of multiple workloads is not equal to the sum of sequential ratios of all workloads. Our estimating solution is to assign a weight to each workload stream’s sequential ratio and set the weight equal to the workload’s logical data write rate. Hence, for multiple workloads running on the disk, we can calculate the overall sequential ratio as: $S_i = \frac{\sum_{j \in J_i} \lambda_{L_{ij}} S_{ij}}{\sum_{j \in J_i} \lambda_{L_{ij}}}$, where $\lambda_{L_{ij}}$ and $S_{ij}$ are the logical write rate and sequential ratio of $j$th workload running on disk $i$.

### 4.2.2.3.5 Write Wornout Count of Disk

The last item we need to estimate is the current physical write count $w_i$ (in Sec. 4.2.2.3.2) inside each SSD device. It is hard to exactly measure the overall write count of an SSD during its lifetime. However, we can estimate the current write count by adding the estimated write counts of all the workloads over all past epochs. For each epoch, we multiply the total logical write rate by the corresponding WAF to get the physical write rate. By iterating this process for all epochs, we can finally get the total write wornout count for each disk.
Fig. 4.11: An example of write worn out count estimation.

Fig. 4.11 shows a simple example of estimating a disk’s write wornout when there are multiple workloads executing on disk \( i \). Each brick represents an epoch, which is bounded by its workloads’ allocation times. The volume of all these bricks gives the total write wornout count \( w_i \) for disk \( i \). To calculate \( w_i \), we further convert above-mentioned \( \lambda_{Li} \) and \( S_i \) to the total logical data write rate function and the sequential ratio function during each epoch \( [t_{ix}, t_{i(x+1)}] \), respectively:

\[
\lambda_{Li}(t_{ix}, t_{i(x+1)}) = \sum_{j \in J_i(t_{ix}, t_{i(x+1)})} \lambda_{Lij}, \quad \text{and} \quad S_i(t_{ix}, t_{i(x+1)}) = \frac{\sum_{j \in J_i(t_{ix}, t_{i(x+1)})} \lambda_{Lij} S_{ij}}{\sum_{j \in J_i(t_{ix}, t_{i(x+1)})} \lambda_{Lij}}.
\]

where \( x \) is the number of workloads executing on disk \( i \), and \( t_{ix} \) is the arrival time of disk \( i \)’s \( x \)th workload. \( J_i(t_{ix}, t_{i(x+1)}) \) is the set of workloads running on disk \( i \) during \( t_{ix} \) and \( t_{i(x+1)} \) epoch. \( \lambda_{Lij} \) and \( S_{ij} \) are the write rate and sequential ratio of \( j \)th workload in \( J_i(t_{ix}, t_{i(x+1)}) \). Therefore, wornout \( w_i \) can be calculated as:

\[
w_i = \sum_{t_{ix} \in T_i} \left[ \lambda_{Li}(t_{ix}, t_{i(x+1)}) \cdot f_{seq}(S_i(t_{ix}, t_{i(x+1)})) \cdot (t_{i(x+1)} - t_{ix}) \right].
\]

Here, \( t_{ix} \) is the starting time of disk \( i \)’s \( x \)th epoch. At the sample moment \( t_{ix(x+1)} \), we assume there are \( x \) workloads running on disk \( i \). \( T_i \) is the set of arrival times of each workload running on disk \( i \). The three parts (\( \lambda \), WAF and time) match the three axes from Fig. 4.11 where each brick stands for each epoch, and the total volume of these bricks is the accumulated write count value of that SSD disk.

Therefore, the data-avg TCO rate \( TCO' \) in Eq. 4.9 can be calibrated as:

\[
TCO' = \frac{\sum_{i=1}^{N_D} [C_{L_i} + C'_{M_i} (T_{Wi} + \frac{W_i - w_i}{\lambda_i A_i})]}{\sum_{j=1}^{N_W} \lambda_j (T_{LF_{D(j)}} - T_{I_j})}.
\]
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4.2.3 Algorithm Design

Based on the proposed TCO model, we further design a set of online allocation algorithms, called “minTCO”, which adaptively allocate new workloads to SSDs in the disk pool. The main goal is to minimize the data-avg TCO rate ($TCO'$) of the storage pool and also to conduct disk-level wear leveling during workload deployment and allocation.

4.2.3.1 Baseline minTCO

The main functionality of the baseline version of minTCO is presented in Alg. 5. When a new workload arrives, minTCO calculates the data-avg TCO rate for the entire disk pool, and then allocates the workload to the SSD that makes the lowest data-avg TCO rate of the entire disk pool.

Algorithm 5: minTCO

1 Procedure minTCO()
2    for incoming new workload $J_N$ do
3        for $i \leftarrow 1$ to $N_D$ do
4            $TCO\_List[i] = TCO\_Assign(i,J_N)$;
5            SelectedDisk = TCO\_List.minValueIndex();
6            Disk[SelectedDisk].addJob($J_N$);  
7        return;
8 Procedure TCO\_Assign($i,J_N$)
9        for $k \leftarrow 1$ to $N_D$ do
10           $C_I = getCostInit(k)$;
11           $C_M = getCostMaint(k)$;
12           if $k == i$ then
13              $T_W_k = T_{J_N} - T_{I_k}$;
14              $T_E_k = getExpFutureWorkTime(k,J_N)$;
15              Data = getTotalLogWriteAmt($T_W_k + T_E_k$) + ($T_W_k + T_E_k - T_{J_N}$) * $\lambda_{J_N}$;
16           else
17              $T_W_k = T_{R_k} - T_{I_k}$;
18              $T_E_k = getExpFutureWorkTime();$
19              Data = getTotalLogWriteAmt($T_W_k + T_E_k$);
20           $TCO+ = C_I + C_M * (T_W_k + T_E_k)$;
21           $TotalData+ = Data$;
22        return $TCO/TotalData$;
Specifically, there are two cases during the calculation of the expected lifetime and the total logical write amount. The first case is that when a new workload is assigned to disk \( k \), we use this new workload’s arrival time as the boundary between \( T_{Wk} \) and \( T_{Ek} \) phases, as shown in Alg. 5 lines 13 to 15 and Fig. 4.10(c). The second case is that when the new workload is not assigned to disk \( k \) (Alg. 5 lines 17 to 19), we use \( T_{Rk} \) (the arrival time of the most recent workload on disk \( k \)) as the boundary between \( T_{Wk} \) and \( T_{Ek} \) phases, as shown in Fig. 4.10(b).

As discussed previously, our TCO model is compatible with any WAF models. Here we adopt the WAF model described in Eq. 4.10 to implement the functions in Alg. 5 line 14, 15, 18 and 19. The baseline \( \text{MIN TCO} \) also needs to consider other resource constraints. For example, \( \text{MIN TCO} \) needs to further check if the available spatial (in GB) and throughput (in IOPS) capacities of the chosen SSD are large enough to hold the new workload’s working set. If not, \( \text{MIN TCO} \) moves to the next SSD which has the second lowest data-avg TCO rate. If all disks do not have enough capacity, the workload will be rejected.

4.2.3.2 Performance Enhanced \( \text{minTCO} \)

One limitation of the baseline \( \text{MIN TCO} \) is that it does not balance the load across the SSDs in the pool and thus cannot achieve optimal resources utilization. However, best using of resources (e.g., I/O throughput and disk capacity) is an important goal in real storage system management. To address this limitation, we further develop the performance enhanced manager, namely \( \text{MIN TCO-PERF} \), which considers statistical metrics (i.e., load balancing and resource utilization) as the performance factors in workload allocation.

4.2.3.2.1 System Resource Utilization

We consider two types of resources, throughput (IOPS) and space capacity (GB), and calculate the utilization \( (U(i, k)) \) of disk \( i \) when disk \( k \) is selected to serve the new workload \( J_N \), as:

\[
U(i, k) = \begin{cases} 
\frac{R_U(i)}{R(i)}, & i \neq k \\
\frac{R_U(i) + R(J_N)}{R(i)}, & i = k
\end{cases}
\]  

(4.11)

where \( R_U(i), R(i) \) and \( R(J_N) \) represent the amount of used resource on disk \( k \), the total amount of resource of disk \( i \), and the resource requirement of workload \( J_N \), respectively. When \( i \) is equal to \( k \), we have the new requirement (i.e., \( R(J_N) \)) as extra resources needed on that disk. This equation can be used to calculate either the throughput utilization (i.e., \( U_p(i, k) \)) or the space capacity utilization.
The average utilization can be calculated to represent the system utilization of the entire disk pool: \( U(k) = \frac{\sum_{i=1}^{N_D} U(i,k)}{N_D} \). Our goal is to increase either the average throughput utilization (i.e., \( U_p(i,k) \)) or the average space utilization (i.e. \( U_s(i,k) \)).

4.2.3.2.2 Load Balancing

We use coefficient of variation (CV) of throughput (or space) utilizations among all disks to ensure the load balancing. Specifically, when assigning the workload \( J_N \) to disk \( k \), we calculate expected CV(k) as:

\[
CV(k) = \sqrt{\frac{\sum_{i=1}^{N_D} [U(i,k) - U(k)]^2}{N_D U(k)}}.
\]

A smaller \( CV(k) \) indicates better load balancing in the datacenter.

Then, we have our MINTCO-PERF algorithm which aims to minimize the data-avg TCO rate, while achieving best resource utilization and load balancing among disks. MINTCO-PERF uses an optimization framework to minimize the objective function under constraints listed in Eq. 4.12:

\[
\begin{align*}
\text{Minimize:} & \quad f(R_w) \cdot TCO'(k) \\
& - g_s(R_r) \cdot \bar{U}_s(k) + h_s(R_r) \cdot CV_s(k) \\
& - g_p(R_r) \cdot \bar{U}_p(k) + h_p(R_r) \cdot CV_p(k)
\end{align*}
\]

Subject to:

\[
\begin{align*}
i & \in D, k \in D \\
0 & \leq TCO'(i,k) \leq Th_c \\
0 & \leq U_s(i,k) \leq Th_s \\
0 & \leq U_p(i,k) \leq Th_p
\end{align*}
\]

Upon the arrival of a new workload \( J_N \), we calculate the “enhanced cost” of the disk pool. The object function in Eq. 4.12 contains the TCO rate cost \( f(R_w) \cdot TCO'(k) \), the resource utilization reward \( g_s(R_r) \cdot U_s(k) \) and \( g_p(R_r) \cdot U_p(k) \), and the load unbalancing penalty \( h_s(R_r) \cdot CV_s(k) \) and \( h_p(R_r) \cdot CV_p(k) \). Notice that \( TCO'(k) \) and \( TCO'(i,k) \) represent the TCO rate of the entire disk pool and the TCO rate of disk \( i \), respectively, when disk \( k \) is selected to take the workload. Non-negative parameters in Eq 4.12 (e.g., \( f(R_w), g_s(R_r), g_p(R_r), h_s(R_r) \) and \( h_p(R_r) \)) are the weight functions that are related with the read ratio \( R_r = \frac{\text{readIO}\#}{\text{totalIO}\#} \) and write ratio \( R_w = \frac{\text{writeIO}\#}{\text{totalIO}\#} \) of workloads. Finally, the disk with the lowest enhanced cost will be selected for the new workload. The reason behind this is that in the real world, write intensive workloads affect WAF and TCO, and
read intensive workloads are sensitive to load balancing degree. In addition, $T_h c$, $T_h s$ and $T_h p$ are used as the upper bounds for TCO, space and throughput resources utilization ratios, respectively.

4.2.4 Evaluation

4.2.4.1 Write Amplification Measurement & Modeling

4.2.4.1.1 Hardware Testbed  Most SSD vendors do not provide APIs or performance counters to measure this physical write quantity. Hence, many prior studies (e.g., [43, 46]) have tried to develop models for estimating the WAF of an SSD based on a certain criterion. We hereby propose to leverage the data directly measured from SSDs to calculate a WAF function for an SSD. Our goal is to characterize the effects of write traffic from multiple workloads on the WAF, and see if such a characterization can be generalized as a mathematical model. Table 4.5 and Fig. 4.12(a) show the testbed specification and the WAF measurement workflow, respectively.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Xeon E5-2690, 2.9GHz</td>
</tr>
<tr>
<td>Processor Cores</td>
<td>Dual Socket-8 Cores</td>
</tr>
<tr>
<td>Memory Capacity</td>
<td>64 GB ECC DDR3 R-DIMMs</td>
</tr>
<tr>
<td>Memory Bandwidth</td>
<td>102.4GB/s</td>
</tr>
<tr>
<td>RAID Controller</td>
<td>LSI SAS 2008</td>
</tr>
<tr>
<td>Network</td>
<td>10 Gigabit Ethernet NIC</td>
</tr>
<tr>
<td>Operating system</td>
<td>Ubuntu 12.04.5</td>
</tr>
<tr>
<td>Linux Kernel</td>
<td>3.14 Mainline</td>
</tr>
<tr>
<td>FIO Version</td>
<td>2.1.10 with Direct I/O</td>
</tr>
<tr>
<td>Storage Type</td>
<td>NVMe SSD (Released in 2015)</td>
</tr>
<tr>
<td>Storage Capacity</td>
<td>1.6 TB</td>
</tr>
</tbody>
</table>

Table 4.5: Server node configuration.

4.2.4.1.2 Filesystem  We test two representative scenarios: “formatting with no file system” and “formatting with Ext4 file system”. (1) “No file system” mimics the use case like a swap partition, where avoiding a filesystem mainly has three advantages: making more of the disk usable, since a filesystem always has some bookkeeping overhead; making the disks more easily compatible with
other systems (e.g., the tar file format is the same on all systems, while filesystems are different on most systems); and enabling enterprise user to deploy customized block manager running on the hypervisor without mounting a traditional filesystem. (2) “Ext4 file system” is a very solid file system which has been widely used for SSDs in datacenters using Linux distributions for the past few years. The journaling that comes with Ext4 is a very important feature for system crash recovery although it causes some acceptable write activity.

4.2.4.1.3 Precondition In order to ensure the SSD in the same state and stimulate the drive to the same performance state at the beginning of each measurement, we also conduct a 9 hour “preconditioning process”. Table 4.6 shows the detail of our preconditioning setups.

<table>
<thead>
<tr>
<th>Precon. Seq Fill</th>
<th>Precon. Rand Fill</th>
</tr>
</thead>
<tbody>
<tr>
<td>RW</td>
<td>Write</td>
</tr>
<tr>
<td>IODepth</td>
<td>16</td>
</tr>
<tr>
<td>BlockSize</td>
<td>1MB</td>
</tr>
<tr>
<td>Job Number</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.6: I/O setups of preconditioning.

In detail, we have the following operations: “Sequential precondition” is that, between each measurement, the SSD is completely fulfilled with sequentially I/Os so that all write I/Os in the measurement workloads are overwrite operations, and WAF results will not be independent on garbage collection. “Random precondition” will further conduct an additional complete overwrite to the device with random I/Os with 4KB granularity after the sequential preconditioning process to randomize the workset distribution. “Rnd-Rnd/Seq-Seq precondition” is the policy that we use the random and sequential precondition for non-100% sequential and 100% sequential I/O workloads, respectively. We attempt to use these workloads to observe the ideal write performance (i.e., steady write performance). These two precondition operations can help us simulate different scenarios.

4.2.4.1.4 I/O Workloads In order to study the effects of sequential traffic on WAF, we conduct an experiment that can control the amount of sequential traffic being sent to an SSD. Most workloads in real systems are a certain mixture of sequential and random I/Os. To mimic such real situations, we generate mixed workloads by using an I/O testing tool FIO [153]. We also make changes to a 1.6TB NVMe SSD firmware to parse the value of (page) program and (block) erase counters.
investigate the write amplification factor as the ratio of sequential and random accesses, and the changes of these counters, as shown as “delta” in Fig. 4.12a).

4.2.4.1.5 WAF Results and Modeling  Figs. 4.12(b)-(d) show three representative cases from our WAF experimental results, which present the normalized WAF as a function of different sequential ratios on write I/Os. The WAF data points are normalized by the largest WAF across different workload sequential ratios (e.g., the WAF under 40.22% sequential ratio in Fig. 4.12(b)). Thus, the original WAF is $\in [1, +\infty)$, while the normalized WAF is $\in [0, 1]$.

First, we can see that WAF curves in the three figures are similar, i.e., the curves can be regressed into two stages: a flat linear regression stage and a dramatically decreasing polynomial regression stage. The former part shows that the write amplification factor of mixed workloads is almost identical to that of a pure random workload and keeps almost constant before a turning point (around 40% to 60%). But, after this turning point, the WAF dramatically decreases. In another word, a small fraction of random accesses is necessary to intensify the write amplification factor.

We further regress the WAF ($A$) as a piecewise function of sequentiality of I/O operations in the workload as shown in Eq. 4.13 where $\alpha$, $\beta$, $\gamma$, $\mu$ and $\varepsilon$ are parameters, and $S$ is the sequential ratio.

$$A = f_{seq}(S) = \begin{cases} 
\alpha S + \beta, & S \in [0, \varepsilon] \\
\eta S^2 + \mu S + \gamma, & S \in (\varepsilon, 1]
\end{cases} \quad (4.13)$$

At the turning point $S = \varepsilon$, we have $\alpha \varepsilon + \beta = \eta \varepsilon^2 + \mu \varepsilon + \gamma$. Additionally, $\alpha$ is close to zero since the linear regression stage is relatively smooth. We carry out these experiments multiple times on a number of NVMe SSDs, and draw our conclusions as follows. We believe that such a mathematical model of sequential write traffic vs. WAF can be constructed for most devices, and each SSD can have its own unique version of WAF function, depending on a number of its
hardware-related factors (FTL, wear leveling, over-provisioning, etc.). However, being able to regress a mathematical model for the problem forms the basis of the rest of this work. Additionally, we also observe that the regression turning point of the non-filesystem case (Fig. 4.12(b)) comes earlier than Ext4’s (Figs. 4.12(c) and (d)). This validates the fact that Ext4’s (bookkeeping) overhead is heavier than the raw disk. Moreover, when the sequential ratio is 100%, the WAF under “Rnd-Rnd/Seq-Seq precondition” case (Fig. 4.12(d)) is lower than that under the “All-Rnd precondition” case (Fig. 4.12(c)). This validates that in the former case, the steady write performance can be reached.

4.2.4.2 TCO Evaluation

4.2.4.2.1 Benchmarks and Metrics In this subsection, we plug the WAF model regressed from the real experiments to our TCO model, and then evaluate our MinTCO algorithms.

<table>
<thead>
<tr>
<th>Trace Name</th>
<th>S (%)</th>
<th>λ (GB/day)</th>
<th>P_pk (IOPS)</th>
<th>R_W (%)</th>
<th>WSs (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mds0</td>
<td>31.52</td>
<td>21.04</td>
<td>207.02</td>
<td>88.11</td>
<td>6.43</td>
</tr>
<tr>
<td>prn0</td>
<td>39.13</td>
<td>131.33</td>
<td>254.55</td>
<td>89.21</td>
<td>32.74</td>
</tr>
<tr>
<td>proj3</td>
<td>72.06</td>
<td>7.50</td>
<td>345.52</td>
<td>5.18</td>
<td>14.35</td>
</tr>
<tr>
<td>stg0</td>
<td>35.92</td>
<td>43.11</td>
<td>187.01</td>
<td>84.81</td>
<td>13.21</td>
</tr>
<tr>
<td>usr0</td>
<td>28.06</td>
<td>37.36</td>
<td>138.28</td>
<td>59.58</td>
<td>7.49</td>
</tr>
<tr>
<td>usr2</td>
<td>46.10</td>
<td>75.63</td>
<td>584.50</td>
<td>18.87</td>
<td>763.12</td>
</tr>
<tr>
<td>wdv0</td>
<td>30.78</td>
<td>20.42</td>
<td>55.84</td>
<td>79.92</td>
<td>3.18</td>
</tr>
<tr>
<td>web0</td>
<td>34.56</td>
<td>33.35</td>
<td>249.67</td>
<td>70.12</td>
<td>14.91</td>
</tr>
<tr>
<td>hm1</td>
<td>25.15</td>
<td>139.40</td>
<td>298.33</td>
<td>90.45</td>
<td>20.16</td>
</tr>
<tr>
<td>hm2</td>
<td>10.20</td>
<td>73.12</td>
<td>77.52</td>
<td>98.53</td>
<td>2.28</td>
</tr>
<tr>
<td>hm3</td>
<td>10.21</td>
<td>86.28</td>
<td>76.11</td>
<td>99.86</td>
<td>1.74</td>
</tr>
<tr>
<td>onl2</td>
<td>74.41</td>
<td>15.01</td>
<td>292.69</td>
<td>64.25</td>
<td>3.44</td>
</tr>
<tr>
<td>Fin1</td>
<td>35.92</td>
<td>575.94</td>
<td>218.59</td>
<td>76.84</td>
<td>1.08</td>
</tr>
<tr>
<td>Fin2</td>
<td>24.13</td>
<td>76.60</td>
<td>159.94</td>
<td>17.65</td>
<td>1.11</td>
</tr>
<tr>
<td>Web1</td>
<td>7.46</td>
<td>0.95</td>
<td>355.38</td>
<td>0.02</td>
<td>18.37</td>
</tr>
<tr>
<td>Web3</td>
<td>69.70</td>
<td>0.18</td>
<td>245.09</td>
<td>0.03</td>
<td>19.21</td>
</tr>
</tbody>
</table>

Table 4.7: Statistics for part of I/O workloads we use.
Our trace-driven simulation experiments are conducted based on the spec of real NVMe disks and enterprise I/O workloads. Specifically, we evaluate more than one hundred enterprise workloads from MSR, FIU and UMASS trace repositories. These workloads represent applications widely used in real cloud storage systems, such as financial applications, web mail servers, search engines, etc.

Table 4.7 shows the statistics for some of these workloads (out of more than 100 workloads that we are using), where $S$ is the sequential ratio of write I/O (i.e., the ratio between the amount of sequential write I/Os and the amount of total write I/Os), $\lambda$ is the daily logical write rate (GB/day), $P_{pk}$ is the peak throughput demand with the 5min statistical analyses window, $R_W$ is the write I/O ratio (i.e., the ratio between the amount of write I/Os and the amount of total I/Os), and $WSs$ is the working set size (i.e., the spatial capacity demand). The arrival process of these workloads is drawn from an exponential distribution. We use the following metrics to evaluate our MINTCO algorithms: (1) cost per GB during the expected lifetime: the total logical data-averaged TCO during the expected lifetime ($TCO'_{LfPerData}$); (2) resource utilization: the average throughput and space capacity utilization ratios among all disks; and (3) load balancing: the $CV$ of resource utilization ratio across all disks.

### 4.2.4.2.2 TCO Experimental Results

We implement both baseline MINTCO and the performance enhanced MINTCO-PERF. Additionally, three versions of MINTCO are considered, such that MINTCO-v1 uses the TCO of expected lifetime ($\sum_{i=1}^{ND} (C_{I_i} + C_{M_i} \cdot T_{Lfi})$), MINTCO-v2 uses the TCO model of expected lifetime per day ($\sum_{i=1}^{ND} (C_{I_i} + C_{M_i} \cdot T_{Lfi}) / \sum_{i=1}^{ND} T_{Lfi}$), and MINTCO-v3 uses the TCO model of expected lifetime per GB amount ($\sum_{i=1}^{ND} (C_{I_i} + C_{M_i} \cdot T_{Lfi}) / \sum_{j=1}^{NW} D_j$). As expected, none of these baseline MINTCO algorithms consider load balancing and resource utilization during allocation. For comparison, we also implement other widely used allocation algorithms, including maxRemCycle which selects the disk with the greatest number of remaining write cycles, minWAF which chooses the disk with the lowest estimated WAF value after adding the newly incoming workload, minRate which chooses the disk with the smallest sum of all its workloads’ logical write rates, and minWorkloadNum which selects the disk with the smallest number of workloads.

(1) minTCO: We first conduct the experiments running on the disk pool which consists of 20 disks, with 9 different models of NVMe SSDs. In our implementation, we mix about 100 workloads from MSR, FIU, and UMASS with exponentially distributed arrival times in 525 days. Figs. 4.13(a) and (c)
show the results of data-avg TCO rates and resource (I/O throughput and space capacity) utilizations under different allocation algorithms. Figs. 4.13(b) and (d) further present the performance of load balancing, e.g., CVs of workload number and resource utilizations. First, as shown in Figs. 4.13(a) and (c), **MINTCO-v3** achieves the lowest data-avg TCO rate($/GB). We also observe that among the MINTCO family, **MINTCO-v2** performs the worst, see Fig. 4.13(a), and obtains the largest CVs of allocated workload numbers. The reason is that, to some extent, **MINTCO-v2** aims at maximizing the expected life time by sending almost all workloads to a single disk, in order to avoid “damaging” disks and increasing the TCO. Therefore, it cannot “evenly” allocate the workloads. We further find that maxRemCycle performs the worst among all allocation algorithms, because it does not consider the TCO as well as the varying WAF due to different sequentialities of the running workloads. In summary, **minTCO-v3** is the best choice which considers the expected life time, cost and the expected logical data amount that can be written to each disk.

(2) minTCO-**Perf**: We next implement MINTCO-**PERF** which is based on MINTCO-v3, and considers the data-avg TCO rate as the criterion to choose the disk for the new workload. As described in Sec. 4.2.3.2, **MINTCO-P**erf uses Eq. 4.12 to find the best candidate under the goal of minimizing TCO, maximizing resource utilization, and balancing the load. There are a set of weight functions (i.e., \( f(R_w) \), \( g_s(R_r) \), \( g_p(R_r) \), \( h_s(R_r) \) and \( h_p(R_r) \)) used in Eq. 4.12. To investigate the effects of these weight functions, we conduct sensitivity analysis on the average values for the five weight functions in Eq. 4.12. After trying different approaches, and choose the linear function approach to implement weight functions. We show the over-time average value of each function normalized by the minimum function one. For example, “[5,1,1,2,2]” means that all values are
normalized by the second weight function \( g_s(R_r) \). In Figs. 4.13(c) and (g), we observe that space capacity (instead of I/O throughput) is always the system bottleneck (i.e., with high utilization) across different approaches. This is because NVMe SSDs support up to \( 64K \) I/O queues and up to \( 64K \) commands per queue (i.e., an aggregation of \( 2K \) MSI-X interrupts). Meanwhile, workloads we are using here are collected from traditional enterprise servers, which have not been optimized for NVMe’s revolutionary throughput capacity improvement. We also find that with a slight sacrifice in TCO, \textsc{minTCO-PERF} can improve both resource utilization and load balancing. Fig. 4.13(c) further shows that “[5,1,1,3,3]” is the best choice among all cases, which is 3.71% more expensive than the baseline \textit{minTCO}, but increases the space utilization ratio by 7.13%, and reduces \( CV \) of throughput and space capacity utilization by 0.25 and 0.8, respectively. This is because \textsc{minTCO-PERF} sets TCO and space capacity higher priorities.

4.2.5 Summary

We characterize the write amplification of SSDs as a function of the fraction of sequential writes in a workload. We plug this write amplification function into our proposed Total Cost of Ownership (TCO) model, which also considers capital and operational cost, estimated lifetime of Flash under different workloads, resource restrictions and performance QoS. Based on the TCO model, we build the online workload allocation algorithm \textsc{minTCO} and \textsc{minTCO-PERF}. Experimental results show that \textsc{minTCO} reduces the ownership cost by up to 90.47%, and \textsc{minTCO-PERF} further balances the load among disks and maximize the overall resource utilization, while keeping the TCO as low as possible.
Chapter 5

Storage Optimization in Big Data Platforms

In the era of big data, huge amount of data are generated by the user applications and needed to be processed in the datacenter. Besides enhancing the performance and reliability from a hardware perspective by utilizing SSDs, we also need to address the limitation induced by software overheads bottlenecks big data platforms.

We first investigate how to improve the I/O stack of VM-hypervisor-based platforms which are the infrastructure of big data applications. For historical reasons, current popular deployments of NVMe in VM-hypervisor-based platforms (such as VMware ESXi [3]) have numbers of intermediate queues along the I/O stack. As a result, performance is bottlenecked by synchronization locks in these queues, cross-VM interference induces I/O latency, and most importantly, the up-to-64K-queue capability of NVMe SSDs cannot be fully utilized. We develop a hybrid framework of NVMe-based storage system called “H-NVMe”, which provides two VM I/O stack deployment modes “Parallel Queue Mode” and “Direct Access Mode”.

We next focus on the intermediate cache optimizing problem in multi-stage data-parallel computing frameworks, such as Apache Spark. In the era of big data and cloud computing, large amounts of data are generated from user applications and need to be processed in the datacenter. Specifically, Spark leverages the distributed memory to cache the intermediate results, i.e., Resilient Distributed Dataset (RDD), with which, Spark has a huge advantage over other parallel frameworks in terms of processing iterative machine learning by avoiding repeated computation for each RDDs. To further speed up the execution, Spark also strives to save as much RDDs as possible to the limited
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memory. By default, LRU is the policy for evicting RDDs when the cache is full. However, when the objective is to minimize total work, LRU is woefully inadequate, leading to arbitrarily suboptimal caching decisions. In this work, we design an algorithm for multi-stage big data processing platform to adaptively determine the most valuable intermediate datasets that can be reused in the future to store in the memory. We develop an adaptive algorithm that automates the decision of which RDDs to cache: this amounts to identifying nodes in a direct acyclic graph (DAG) representing computations whose outputs should persist in the memory. Given that the memory is limited, caching algorithms should also determine which RDDs to prioritize, and which ones to evict.

5.1 I/O Stack Optimization for Virtualization Hypervisors

5.1.1 Motivation

Ever decreasing price per gigabyte of SSDs and their capability of fast operation make them indispensable for large-scale cloud services. They are overtaking HDDs and leaving them far behind by providing orders of magnitude more IOPS and lowering I/O latency. Thanks to the rapid improvement of the process technology, SSDs can possess several chips. Consequently, they may boost up their bandwidth and capacity by obtaining higher degrees of parallelism. With this regards, Non-Volatile Memory Express (NVMe) interface has been introduced to better utilize the parallelism of the emerging storage technologies. However, the limitation induced by software overheads prevents users to perfectly perceive this performance advancement. The overhead of the legacy kernel I/O stack, which has been optimized for slow HDDs, is more noticeable as the storage devices and the connection interfaces get faster. In addition to the new emerging storage technologies which provide high-performance operation through parallelism, container-based virtualization has been a key cloud computing platform which can perfectly take advantages of this parallelism through allowing multiple isolated instances (i.e., containers) of the storage resources. Because of the independence of containers running on top of a single host operating system (i.e., hypervisor), the management of resources through isolation and sharing becomes more important in container-based virtualization. Obviously, having advanced guest kernels is not enough for efficiently sharing system resources. VMware ESXi is one of the most common commercial virtualization platform which can potentially use the NVMe SSDs in the most efficient way by leveraging the massive parallelism and isolation characteristics of NVMe SSDs. Accordingly, VMware ESXi provides VMDK (Virtual Machine Disk) files for each VM, which are completely independent of each other. But, in the case
of using NVMe SSDs, they access the storage resource through a single submission and completion queue in NVMe driver, regardless of high levels of parallelism provided by NVMe. This inefficiency originates from the NVMe driver in the hypervisor, and has become a bottleneck in the storage I/O stack.

In this work, we propose H-NVMe, a novel NVMe framework on VMware ESXi. To best utilize NVMe SSDs, H-NVMe provides two different working modes: “Parallel Queue Mode” and “Direct Access Mode”. In the former working mode, H-NVMe circumvents the built-in Adapter Queue of ESXi by emptying it and spreading out its entities between multiple lightweight subqueues in our customized NVMe driver in order to use the parallelism of the device more efficiently. The latter working mode bypasses all the hypervisor queues and directly connects the trusted user application threads to the NVMe Driver Queue, to achieve the better performance isolation. H-NVMe can work in either of these two modes in whole or in partial (details see in Sec. 5.1.3). It means that both the parallelism and isolation can be provided at the same time. We evaluate the performance of H-NVMe with a set of representative applications, and the experimental results show that H-NVMe can significantly improve the I/O performance.

5.1.2 Background

Storage I/O stack in virtualization environments requires low latency. The main challenges are from (1) the presence of additional software layer such as guest OS; (2) context switching between VM and hypervisor; and (3) queuing delay for I/O operations. These challenges do not cause serious problems and lead to high latency when HDDs are dominating the datacenter [160]. However, in the year of 2017, more and more cloud service vendors started to adopt NVMe SSDs into their storage systems, and for some historical reasons, the current popular deployment of NVMe SSDs in cloud computing hypervisor cannot best utilize the NVMe. For example, Fig. 5.1 depicts a simplified architecture of NVMe I/O stack in VMware’s ESXi hypervisor solution (i.e., VMware ESXi Pluggable Storage Architecture) [161]. We can see that there are multiple intermediate queues in the I/O stack. In detail, when an I/O comes to the current original NVMe framework the following steps are needed:

1. World Queue is responsible for each VM I/O requests.
2. Adapter Queue in the hypervisor layer gathers jobs from World Queues.
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3. Hypervisor translates the request to `ScsiCommand()` and sends it to the `Device Queue` in the driver.

4. `IOServ` (I/O server) in the Driver acquires an internal completion `lock`.

5. `Driver` sends I/O to the device, waiting for the device to finish the I/O request, while holding the `lock`.

6. Once the I/O is done, `Driver` releases the `lock` and completes the I/O asynchronously when NVMe controller I/O completion interrupt occurs.

Figure 5.1: Architecture of current NVMe-based VM hypervisor.

This architecture has many issues. Specifically, VMware’s PSA layer virtually completes all I/O asynchronously via interrupts. Historically, interrupt driven I/O is efficient for high latency devices such as hard disks, but it also induces a lot of overheads including many context switches. However, it is not efficient for NVMe SSDs. Most importantly, this interrupt driven approach is not lock-free and limits the parallel I/O capacity, since `IOServs` in the upper layer will not send another I/O to the NVMe controller until previous submitted I/O returns pending status. Thus, the NVMe’s multiple cores/multiple queues mechanisms are not fully utilized.

To further find the evidence of the disadvantage of having these non-lock-free queues, we conduct a preliminary test where we break down the five locks initialized in the submission and completion queues in the `Adapter Queue`. The statistic results in Fig. 5.2 show that temporal wastes on these locks are not negligible, especially the `lock1` in submission queue takes near 40% of
the total queuing time. As a result, the huge bottleneck between the Adapter Queue and the Device Queue makes the system not able to best utilize up to 64K queues in the NVMe controller, in addition to the cross-VM interference issues.

5.1.3 Algorithm Design

In this subsection, we propose a hybrid NVMe utilization approach called “H-NVMe” to support parallelism and performance isolation by introducing two modes, namely “Parallel Queue Mode (PQM)” and “Direct Access Mode (DAM)”. The PQM is to enforce the Adapter Queue to be empty and use our enhanced subqueues in the driver to speed up the I/O stack. This is relatively straightforward to implement and is a more generalized solution. On the other hand, the DAM can achieve better performance by directly connecting those trusted user application threads to the NVMe driver queues through our customized VAIO (vSphere APIs for IOFiltering) IOFilters [151] attached to their corresponding hosting VMDKs. In contrast, this approach breaks the encapsulation of NVMe resources and thus needs higher permission control processes. Based on SLAs of VMDKs owned by different users, and the security audit requirement (such as attaching IOFilter permission), the cloud manager can select from these two modes for VM deployment in the NVMe-based storage system.

5.1.3.1 Parallel Queue Mode

The challenge of solving the major bottleneck located in the hypervisor layer (observed in Sec. 5.1.1) is that unlike the “Device Queue” encapsulated in the driver layer which we have full control, the “World Queue” and “Adapter Queue” are much engineering-unfriendly and any changes on them will affect the system capability. Thus, our solution is to “force” the Adapter Queue to be...
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Figure 5.3: I/O paths of two proposed modes.

emptied and forwarded to the driver layer (through some “fake completion” signals from the driver), where the enhanced subqueues can help to increase the parallelism and speed up the I/Os, see in the middle column of Fig. 5.3 and Alg. 6.

Unlike the original NVMe design where the single IOServ has the “lock” issue, H-NVMe allows creating more than one IOServ threads and subqueues in the “Device Queue” of the NVMe driver to handle the I/O with the NVMe controller. Therefore, the lock-free goal can be achieved by IOServ threads to only focusing on their own queues, see in Alg. 6 lines 11 to 13. In our implementation, the callIOServ function selects an idle IOServ to assign jobs in the round robin order.

Apparently, having more IOServs will indeed improve the I/O performance, but it is not free to have infinite IOServs, since more CPU and memory resources will be consumed by these threads. As a result, the service rate of each IOServ decreases, too. Therefore, the next question that PQM has to address is “how to dynamically assign subqueue and IOServs number?”, which motivates us to find an adaptive algorithm to automatically select an appropriate number of IOServs.

Since the length of Adapter Queue is forced to be 0, we can model the problem based on the M/M/c queuing theory [164]. Let the total arrival rate (from the Adapter Queue) be \( \lambda \), and let vector \( \vec{\mu} \) denote each IOServ’s service rate. This vector has \( c \) dimensions, where \( c \in [1, c_{\text{max}}] \) is the number of IOServs, and \( c_{\text{max}} \) is the preset maximal IOServ number. If we increase the number of \( c \) (e.g., creating and destroying IOServs), each server’s service rate will change, and this change can be estimated by a regression function (see in Alg. 6 line 24) based on periodical measurement.
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Once $\lambda$ and $\vec{\mu}$ are calculated, H-NVMe calls the `optimizeServNum` function to decide the best number of $c$. The optimization objective of this function is to minimize the total latency. Specifically, different combinations of $c$ and corresponding service rates $\vec{\mu}_c$ are tested. This procedure also uses the ErlangC function [165] to calculate the probability that an arriving job will need to queue (as opposed to immediately being served). Lastly, to further reduce the cost of changing $c$, we need to limit the frequency of updating $c$ to a preset update epoch window $epochLen$ in Alg. 6 line 22.

5.1.3.2 Direct Access Mode

Although PQM can improve the queuing performance by moving all jobs from the Adapter Queue to our customized multiple subqueues in the driver, it still cannot simplify the complex VMware I/O stack and thus cannot fully utilize the low latency NVMe SSDs and avoid cross-VM interference. To thoroughly reduce the I/O path complexity and support performance isolation, we develop the “Direct Access Mode”, which allows trusted applications whose hosting VMDKs are attached with our customized VAIO IOFilters to bypass the entire VMware I/O stacks and directly use polling I/Os to the NVMe resource shared by multiple users. DAM is transparent to users since it does not require applications to be re-compiled (e.g., linking with a third-party library). This user-space I/O strives to fully utilize the performance of NVMe SSDs while meeting the diverse requirements from user applications and achieving performance isolation.

As illustrated in the third column of Fig. 5.3, in this mode, DAM bypasses the entire VMware I/O stack, and provides Handles to grant each trusted application in the VM the root privilege to manage the access permission of I/O queues in NVMe controller via Private Channels. Each user thread is assigned to each application inside VMs. The I/O submissions and completions do not require any driver interventions. As shown in the yellow box, Handles will take over all I/O stack of the hypervisor, and map the user space to the NVMe space. Next, the Device Queue will be directly assigned to each Handle, without being forwarded by the World Queue and Adapter Queue.

Alg. 7 further explains the detail of DAM. When an application requests a single I/O queue to DAM, H-NVMe checks whether the application (as well as its hosting VM) is allowed to perform user-level I/Os. If it is in the whitelist (preset based on SLA and security audit requirements), the customized VAIO IOFilter creates a required submission queue and a completion queue (i.e., “Private Channels”), see Alg. 7 lines 4-6. H-NVMe then maps their memory regions (including those associated doorbell registers) to the user-space memory region of the application, in lines 7-8. After this initialization process, the application can issue I/O commands directly to the NVMe SSD.
Algorithm 6: Main Procedures of Parallel Queue Mode.

1. Procedure IOSubmissionNVMeHypervisor()
   2. while OSLibIOSubmit(ctrlr, vmkCmd, devData) do
   3.     submissionQueue = getSubmissionQueue(ctrlr);
   4.     IOResult = getIORequest(ctrlr, vmkCmd);
   5.     if !IOResult then
   6.         return VMK_NO_MEMORY;
   7.     IOResult.vmkCmd = vmkCmd;
   8.     IOResult.devData = devData;
   9.     OrigLink = submissionQueue.link;
  10.    IOResult.link = OrigLink;
  11.    while !update(submissionQueue.link, OrigLink, IOResult) do
  12.        OrigLink = submissionQueue.link;
  13.        IOResult.link = OrigLink;
  14.        callIOServ(submissionQueue);
  15.    return VMK_OK;

16. Procedure callIOServ(submissionQueue)
  17.     curIOServ = selectIOServ();
  18.     curIOServ.takeJob(submissionQueue);
  19.     return;

20. Procedure subQueueNum()
  21.     while True do
  22.         if curTime MOD epochLen = 0 then
  23.             λ = updateArrvRate();
  24.             ⃗{μ} = regressSubQueueServeRate(C_{max});
  25.             c = optimizeServNum(λ, ⃗{μ});
  26.     Procedure optimizeServNum(λ, ⃗{μ})
  27.     return argmin_{c∈[1,C_{max}]}
          \left[\frac{\text{ErlangC}(\lambda,\mu_c)}{c\rho - \lambda} + \frac{1}{\mu_c}\right];

28. Procedure ErlangC(λ, μ_c)
  29.     \rho = \frac{λ}{\mu_c};
  30.     return \frac{1}{1+(1-\rho)\left[\frac{\lambda}{\mu_c} - \sum_{k=0}^{c-1} \frac{(\lambda\rho)^k}{k!}\right]}.
Algorithm 7: Main Procedures of Direct Access Mode.

```plaintext
1 Procedure IOSubmissionNVMeHypervisor()
2     userLib \rightarrow kernelDriver;
3     /* Initialization */;
4     if curApp \in userLevelWhitelist then
5         new subQueue;
6         new compQueue;
7         subQueue.memoryRegion.map(curApp.memRegion);
8         compQueue.memoryRegion.map(curApp.memRegion);
9         curHandle=new handle(submissionQueue, completionQueue, doorbellReg);
10        curHandleList+=curHandle;
11        forwardIOCmd(curHandleList, NVMeCtrlr);
```

without any hardware modification or help from the kernel I/O stack, see Alg. 7 lines 9-11.

5.1.4 Evaluation

5.1.4.1 Evaluation Methodology

We implement the proposed H-NVMe framework on VMware ESXi hypervisor 6.0.0 [3]. Table 5.1 summarizes our server configuration. We compare the I/O performance of H-NVMe with the original kernel-based I/O with asynchronous I/O support (i.e., Kernel I/O) using the Flexible IO Tester (FIO) benchmark [153]. We allocate around 10% of VMs under Direct Access Mode (DAM) to reflect the premium paid rate in enterprise market [166]. Other VMs are deployed under Parallel Queue Mode (PQM). VMDKs of those DAM VMs are attached with a modified IO Filter [151] driver to support the user polling direct access feature. The IO Filter driver is responsible for collecting and forwarding I/O to Handles in Fig. 5.3 which thus breaks the encapsulation of the VMware and lets VMs directly operate on the NVMe device.

To compare the I/O performance under different solutions, we evaluate I/O speed results using the average I/O throughputs (IOPS), the bandwidth (MBPS) and the latency for both read and write. To evaluate the cost of different algorithms, we focus on two metrics, i.e., (1) the total runtime of a fixed amount of workload, and (2) the amount of data involved in the context switching.
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<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Server</td>
<td>HPE ProLiant DL380 G9</td>
</tr>
<tr>
<td>Host Processor</td>
<td>Intel Xeon CPU E5-2360 v3</td>
</tr>
<tr>
<td>Host Processor Speed</td>
<td>2.40GHz</td>
</tr>
<tr>
<td>Host Processor Cores</td>
<td>12 Cores</td>
</tr>
<tr>
<td>Host Memory Capacity</td>
<td>64GB DIMM DDR4</td>
</tr>
<tr>
<td>Host Memory Data Rate</td>
<td>2133 MHz</td>
</tr>
<tr>
<td>Host Hypervisor</td>
<td>VMware ESXi 6.0.0</td>
</tr>
<tr>
<td>Storage Device</td>
<td>Samsung NVMe 1725</td>
</tr>
<tr>
<td>Form Factor</td>
<td>HHHL</td>
</tr>
<tr>
<td>Per Disk Size</td>
<td>3.2TB</td>
</tr>
<tr>
<td>Max Seq Read Bandwidth</td>
<td>6,000 MBPS</td>
</tr>
<tr>
<td>Max Seq Write Bandwidth</td>
<td>2,000 MBPS</td>
</tr>
</tbody>
</table>

Table 5.1: Host server configuration.

5.1.4.2 Throughput, Bandwidth and Latency of Mixed Workloads

We run 7 workloads with different average I/O sizes on 7 different VMs hosted by the same hypervisor, configuring the overall sequential ratio of each workloads varies from 30% to 70%. Fig. 5.4 illustrates the average bandwidth and the normalized latency for both read and write I/Os of these workloads under the original NVMe and the proposed H-NVMe frameworks. Generally speaking, H-NVMe achieves the better performance in all subfigures. We also notice that for small block size workloads, H-NVMe performs much better than the original NVMe framework. However, when the workload I/O size increases to 256KB (e.g., the “256KB” bars in Figs. 5.4(a) and (c)), the performance improvement becomes less. This is because larger average I/O sizes have better locality so that there is less room for the performance improvement. Similarly, once I/O size reaches 256KB, the read latency of the original NVMe is even slightly better, see in Fig. 5.4(b).

5.1.4.3 Temporal and Spatial Overheads of Mixed Workloads

We further investigate the overhead of H-NVMe, using Fig. 5.5 to show both the temporal and spatial overhead of H-NVMe. In detail, from Fig. 5.5(a), we observe that H-NVMe significantly reduces the total runtime for the same amount of workload compared to the original NVMe frame-
work, especially for those workloads with small I/O sizes. The reason is that unlike workloads with larger I/O sizes having high locality even with the original NVMe framework, workloads with small I/O sizes are more beneficial from PQM’s parallel processing subqueues.

On the other hand, we evaluate the spatial overhead by measuring the amount of data in the context switching \[167\]. As shown in Fig. 5.5(b), H-NVMe has slightly higher spatial overheads, because it needs to maintain multiple subqueues in the driver layer which requires few extra context switches. However, the difference of their spatial overheads gets smaller when the average I/O size increases. In fact, the penalty of this extra spatial overhead is much lower than the time saved by H-NVMe. Therefore, we conclude that by eliminating the synchronization lock contention from multiple queues, H-NVMe can significantly reduce the performance overhead of the I/O stack.

5.1.4.4 Stress Tests on Sequential and Random Workloads

To further investigate the boundary performance improvement brought by H-NVMe under extreme cases, we conduct several stress tests on read- and write-intensive, pure sequential and random workloads in this subsection.

We use the original NVMe’s sequential read and write as the benchmark baseline, which reflects the read and write steady states (i.e., the “upper bound”) under the original NVMe framework.
Figure 5.5: Normalized runtime and context switch amount of 7 different workloads under original NVMe and proposed H-NVMe frameworks.

We first present the study on the read-intensive workloads. From Fig. 5.6(a), we observe that H-NVMe has the higher bandwidth in both sequential and random read than the original NVMe upper bound, which validates the effectiveness of H-NVMe. Furthermore, once the average I/O size is greater than 16KB, H-NVMe’s sequential read bandwidth is close to the device capacity (i.e., 6,000 MBPS), and meanwhile, the original NVMe cannot reach that point even at the datapoint of 128KB.

We next examine the write-intensive sequential and random workloads. As shown in Fig. 5.6(b), H-NVMe works slightly better than the original NVMe, and the steady state is reached after 8KB, where both NVMe and H-NVMe’s bandwidths are close to the device capacity (i.e., 2,000 MBPS) for sequential writes. Another observation from Fig. 5.6(b) is that the random write bandwidth (see the green bar) is increasing linearly with increasing I/O sizes, and thus reduces the gap from the sequential write, which ascribes to H-NVMe’s ability to widen the queuing bottlenecks.

5.1.5 Summary

We present a hybrid framework called “H-NVMe” to better utilize NVMe SSDs in the modern super-scale cloud computing datacenters. Our work is motivated by the bottleneck caused by multiple intermediate queues in the current deployment of NVMe in the VM-hypervisor environment,
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Figure 5.6: Read and write bandwidth of each VM.

which cannot fully utilize the maximum performance throughput (up to 64K queues) of NVMe resources. To solve this bottleneck issue, H-NVMe offers two modes to deploy VMs, i.e., “Parallel Queue Mode” and “Direct Access Mode”. The first mode is to increase the parallelism and enable lock-free operations by forwarding jobs from the Adapter Queue to our customized enhanced subqueues in the driver. This mode is a generalized solution and is relatively straightforward to implement. The second mode allows trusted applications with VAIO IOFilter attached to their user VMDKs to directly access NVMe SSDs and bypass the entire I/O stack in the hypervisor layer to further ensure performance isolation, which suits premium users who have higher priorities and the permission to attach IOFilter to their VMDKs. We implement H-NVMe on VMware ESXi, and our evaluation results show that the proposed framework outperforms the original NVMe solution under multiple benchmarks.
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5.2 Intermediate Data Caching Enhancement for Big Data Platforms

5.2.1 Motivation

With the rise of big data analytics and cloud computing, cluster-based large-scale data processing has become a common paradigm in many applications and services. Online companies of diverse sizes, ranging from technology giants to smaller startups, routinely store and process data generated by their users and applications on the cloud. Data-parallel computing frameworks, such as Apache Spark [18, 4] and Hadoop [19], are employed to perform such data processing at scale. Jobs executed over such frameworks comprise hundreds or thousands of identical parallel subtasks, operating over massive datasets, and executed concurrently in a cluster environment.

The time and resources necessary to process such massive jobs are immense. Nevertheless, jobs executed in such distributed environments often have significant computational overlaps: different jobs processing the same data may involve common intermediate computations, as illustrated in Fig. 5.7. Such computational overlaps arise naturally in practice. Indeed, computations performed by companies are often applied to the same data-pipeline: companies collect data generated by their applications and users, and store it in the cloud. Subsequent operations operate over the same pool of data, e.g., user data collected within the past few days or weeks. More importantly, a variety of prominent data mining and machine learning operations involve common preprocessing steps. This includes database projection and selection [168], preprocessing in supervised learning [169], and dimensionality reduction [170], to name a few. Recent data traces from industry have reported 40 ∼ 60% recurring jobs in Microsoft production clusters [171], and up to 78% jobs in Cloudera clusters involve data re-access [172].

Exploiting such computational overlaps has a tremendous potential to drastically reduce job computation costs and lead to significant performance improvements. In data-parallel computing frameworks like Spark, computational overlaps inside each job are exploited through caching and memoization: the outcomes of computations are stored with the explicit purpose of significantly reducing the cost of subsequent jobs. On the other hand, introducing caching also gives rise to novel challenges in resource management; to that end, the purpose of this work is to design, implement and evaluate caching algorithms over data-parallel cluster computing environments.

Existing data-parallel computing frameworks, such as Spark, incorporate caching capabilities in their framework in a non-automated fashion. The decision of which computation results to cache rests on the developer that submits jobs: the developer explicitly states which results are
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to be cached, while cache eviction is implemented with the simple policy (e.g., LRU or FIFO); neither caching decisions nor evictions are part of an optimized design. Crucially, determining which outcomes to cache is a hard problem when dealing with jobs that consist of operations with complex dependencies. Indeed, under the Directed Acyclic Graph (DAG) structures illustrated in Fig. 5.7, making caching decisions that minimize, e.g., total work is NP-hard [173] [174]. In detail, jobs to be executed over the cluster arrive at different times $t_1, \ldots, t_5$. Each job is represented by a Directed Acyclic Graph (DAG), whose nodes correspond to operations, e.g., map, reduce, or join, while arrows represent the order of precedence. Crucially, jobs have computational overlaps: their DAGs comprise common sets of operations executed over the same data, indicated as subgraphs colored identically across different jobs. Caching such results can significantly reduce computation time.

![Figure 5.7: Job arrivals with computational overlaps.](image-url)

In this work, we develop an adaptive algorithm for caching in a massively distributed data-parallel cluster computing environment, handling complex and massive data flows. Specifically, a mathematical model is proposed for determining caching decisions that minimize total work, i.e., the total computation cost of a job. Under this mathematical model, we have developed new adaptive caching algorithms to make online caching decisions with optimality guarantees, e.g., minimizing total execution time. Moreover, we extensively validate the performance over several different databases, machine learning, and data mining patterns of traffic, both through simulations and through an implementation over Spark, comparing and assessing their performance with respect to existing popular caching and scheduling policies.
5.2.2 Background

5.2.2.1 Resilient Distributed Datasets in Spark

Apache Spark has recently been gaining ground as an alternative for distributed data processing platforms. In contrast to Hadoop and MapReduce [175], Spark is a memory-based general parallel computing framework. It provides Resilient Distributed Datasets (RDDs) as a primary abstraction: RDDs are distributed datasets stored in RAM across multiple nodes in the cluster. In Spark, the decision of which RDD to store in the RAM-based cache rests with the developer [176]: the developer explicitly requests for certain results to persist in RAM. Once the RAM cache is full, RDDs are evicted using the LRU policy. Alternatively, developers are further given the option to store evicted RDDs on HDFS, at the additional cost of performing write operations on HDFS. RDDs cached in RAM are stored and retrieved faster; however, cache misses occur either because an RDD is not explicitly cached by the developer, or because it was cached and later evicted. In either case, Spark is resilient to misses at a significant computational overhead: if a requested RDD is neither in RAM nor stored in HDFS, Spark recomputes it from scratch. Overall, cache misses, therefore, incur additional latency, either by reading from HDFS or by fully recomputing the missing RDD.

An example of a job in a data-parallel computing framework like Spark is given in Fig. 5.8. A job is represented as a DAG (sometimes referred to as the dependency graph). Each node of the DAG corresponds to a parallel operation, such as reading a text file and distributing it across the cluster, or performing a map, reduce, or join operation. Edges in the DAG indicate the order of precedence: an operation cannot be executed before all operations pointing towards it are completed, because their outputs are used as inputs for this operation. As in existing frameworks like Spark or Hadoop, the inputs and outputs of operations may be distributed across multiple machines: e.g., the input and output of a map would be an RDD in Spark, or a file partitioned across multiple disks in HDFS in Hadoop.

5.2.2.2 Computational Overlaps

Caching an RDD resulting from a computation step in a job like the one appearing in Fig. 5.8 can have significant computational benefits when jobs may exhibit computational overlaps: not only are jobs executed over the same data, but also consist of operations that are repeated across multiple jobs. In detail, an example of a parallel job represented as a DAG as shown in Fig. 5.8. Each node corresponds to an operation resulting RDD that can be executed over a parallel cluster (e.g., a map, reduce, or join operation). DAG edges indicate precedence. Simple, crunodes (in/out) and
cross nodes are represented with solid or lined textures. This is also illustrated in Fig. 5.7: jobs may be distinct, as they comprise different sets of operations, but certain subsets of operations (shown as identically colored subgraphs in the DAG of Fig. 5.7) are the same, i.e., execute the same primitives (maps, joins, etc.) and operate over the same data.

Figure 5.8: Job DAG example.

Computational overlaps arise in practice for two reasons. The first is that operations performed by companies are often applied to the same data-pipeline: companies collect data generated by their applications and users, which they maintain in the cloud, either directly on a distributed file system like HDFS, or on NoSQL databases (like Google’s Datastore [177] or Apache HBase [178]). Operations are therefore performed on the same source of information: the latest data collected within a recent period of time. The second reason for computational overlaps is the abundance of commonalities among computational tasks in data-parallel processing. Commonalities occur in several classic data-mining and machine learning operations heavily utilized in inference and prediction tasks (such as predictions of clickthrough rates and user profiling). We give some illustrative examples below:

**Projection and Selection:** The simplest common preprocessing steps are *projection* and *selection* [168]. For example, computing the mean of a variable *age* among tuples satisfying the predicate *gender* = *female* and *gender* = *female* ∧ *income* ≥ 50K might both first reduce a dataset by selecting rows in which *gender* = *female*. Even in the absence of a relational database, as in the settings we study here, projection (i.e., maintaining only certain feature columns) and selection (i.e., maintaining only rows that satisfy a predicate) are common. For example, building a classifier that predicts whether a user would click on an advertisement relies upon first restricting a dataset containing all users to the history of the user’s past clicking behavior. This is the same irrespective of the advertisement for which the classifier is trained.
Supervised Learning: Supervised learning tasks such as regression and classification \[169\], i.e., training a model from features for the purpose of predicting a label (e.g., whether a user will click on an advertisement or image) often involve common operations that are label-independent. For example, performing ridge regression first requires computing the co-variance of the features \[169\], an identical task irrespective of the label to be regressed. Similarly, kernel-based methods like support vector machines require precomputing a kernel function across points, a task that again remains the same irrespective of the labels to be regressed \[179\]. Using either method to, e.g., regress the click-through rate of an ad, would involve the same preprocessing steps, irrespectively of the labels (i.e., clicks pertaining to a specific ad) being regressed.

Dimensionality Reduction: Preprocessing also appears in the form of dimensionality reduction: this is a common preprocessing step in a broad array of machine learning and data mining tasks, including regression, classification, and clustering. Prior to any such tasks, data is first projected in a lower dimensional space that preserves, e.g., data distances. There are several approaches to doing this, including principal component analysis \[180\], compressive sensing \[170\], and training autoregressive neural networks \[181\], to name a few. In all these examples, the same projection would be performed on the data prior to subsequent processing, and be reused in the different tasks described above.

To sum up, the presence of computational overlaps across jobs gives rise to a tremendous opportunity of reducing computational costs. Such overlaps can be exploited precisely through the caching functionality of a data-parallel framework. If a node in a job is cached (i.e., results are memoized), then neither itself nor any of its predecessors need to be recomputed.

5.2.2.3 Problems and Challenges

Designing caching schemes poses several significant challenges. To begin with, making caching decisions is an inherently combinatorial problem. Given (i) a storage capacity constraint, (ii) a set of jobs to be executed, (iii) the size of each computation result, and (iv) a simple linear utility on each job, the problem is reduced to a knapsack problem, which is NP-hard. The more general objectives we discussed above also lead to NP-hard optimization problems \[182\]. Beyond this inherent problem complexity, even if jobs are selected from a pool of known jobs (e.g., classification, regression, and querying), the sequence to submit jobs within a given time interval is a priori unknown. The same may be true about statistics about upcoming jobs, such as the frequency with which they are requested. To that end, a practical caching algorithm must operate in an adaptive
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fashion: it needs to make online decisions on what to cache as new jobs arrive, and adapt to changes in job frequencies. In Spark, LRU is the default policy for evicting RDDs when the cache is full. There are some other conventional caching algorithms such as LRU variant [53] that maintains the most recent accessed data for future reuse, and ARC [183] and LRFU [184] that consider both frequency and recency in the eviction decisions. When the objective is to minimize total work, these conventional caching algorithms are woefully inadequate, leading to arbitrarily suboptimal caching decisions [173]. Recently, a heuristic policy [103], named “Least Cost Strategy” (LCS), was proposed to make eviction decisions based on the recovery temporal costs of RDDs. However, this is a heuristic approach and again comes with no guarantees. In contrast, we intend to leverage Spark’s internal caching mechanism to implement our caching algorithms and deploy and evaluate them over the Spark platform, while also attaining formal guarantees.

5.2.3 Algorithm Design

In this subsection, we introduce a formal mathematical model for making caching decisions that minimize the expected total work, i.e., the total expected computational cost for completing all jobs. The corresponding caching problem is NP-hard, even in an offline setting where the popularity of jobs submitted to the cluster is a priori known. Nevertheless, we show it is possible to pose this optimization problem as a submodular maximization problem subject to knapsack constraints. This allows us to produce a $1 - 1/e$ approximation algorithm for its solution. Crucially, when job popularity is not known, we have devised an adaptive algorithm for determining caching decisions probabilistically, that makes caching decisions lie within $1 - 1/e$ approximation from the offline optimal, in expectation.

5.2.3.1 DAG/Job Terminology

We first introduce the terminology we use in describing caching algorithms. Consider a job represented as a DAG as shown in Fig. 5.8. We denote $J_x.S_y$ as stage $y$ in job $x$, then we have $J_0.S_0 = J_1.S_1 = J_2.S_0 = J_3.S_1$, $J_1.S_0\sim 5 = J_3.S_0\sim 5$, and $J_0.S_0\sim 1 = J_2.S_0\sim 1$. Unfortunately, even sharing the same computational overlap, by default these subgraphs will be assigned with different stage/RDD IDs by Spark since they are from different jobs.

Let $G(V, E)$ be the graph representing this DAG, whose nodes are denoted by $V$ and edges are denoted by $E$. Each node is associated with an operation to be performed on its inputs (e.g., map, reduce, join, etc.). These operations come from a well-defined set of operation primitives (e.g.,
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the operations defined in Spark). For each node \( v \), we denote as \( \text{op}(v) \) the operation that \( v \in V \) represents. The DAG \( G \) as well as the labels \( \{ \text{op}(v), v \in V \} \) fully determine the job. A node \( v \in V \) is a source if it contains no incoming edges, and a sink if it contains no outgoing edges. Source nodes naturally correspond to operations performed on “inputs” of a job (e.g., reading a file from the hard disk), while sinks correspond to “outputs”. Given two nodes \( u, v \in V \), we say that \( u \) is a parent of \( v \), and that \( v \) is a child of \( u \), if \( (u, v) \in E \). We similarly define predecessor and successor as the transitive closures of these relationships. For \( v \in V \), we denote by \( \text{pred}(v) \subseteq V \), \( \text{succ}(v) \subseteq V \) the sets of predecessors and successors of \( v \), respectively. Note that the parent/child relationship is the opposite to usually encountered in trees, where edges are usually thought of as pointing away from the root/sink towards the leaves/sources. We call a DAG a directed tree if (i) it contains a unique sink, and (ii) its undirected version (i.e., ignoring directions) is acyclic.

5.2.3.2 Mathematical Model

Consider a setting in which all jobs are applied to the same dataset; this is without loss of generality, as multiple datasets can be represented as a single dataset–namely, their union–and subsequently adding appropriate projection or selection operations as preprocessing to each job. Assume further that each DAG is a directed tree. Under these assumptions, let \( \mathcal{G} \) be the set of all possible jobs that can operate on the dataset. We assume that jobs \( G \in \mathcal{G} \) arrive according to a stochastic stationary process with rate \( \lambda_G > 0 \). Recall that each job \( G(V,E) \) comprises a set of nodes \( V \), and that each node \( v \in V \) corresponds to an operation \( \text{op}(v) \). We denote by \( c_v \in \mathbb{R}_+ \) the time that it takes to execute this operation given the outputs of its parents, and \( s_v \in \mathbb{R}_+ \) be the size of the output of \( \text{op}(v) \), e.g., in Kbytes. Without caching, the total-work of a job \( G \) is then given by \( W(G(V,E)) = \sum_{v \in V} c_v \).

We define the expected total work as:

\[
\overline{W} = \sum_{G \in \mathcal{G}} \lambda_G \cdot W(G) = \sum_{G(V,E) \in \mathcal{G}} \lambda_{G(V,E)} \sum_{v \in V} c_v. \tag{5.1}
\]

We say that two nodes \( u, u' \) are identical, and write \( u = u' \), if both these nodes and all their predecessors involve exactly the same operations. We denote by \( \mathcal{V} \) the union of all nodes of DAGs in \( \mathcal{G} \). A caching strategy is a vector \( x = [x_v]_{v \in \mathcal{V}} \in \{0,1\}^{\mathcal{V}} \), where \( x_v \in \{0,1\} \) is a binary variable indicating whether we have cached the outcome of node \( v \) or not. As jobs in \( \mathcal{G} \) are directed trees, when node \( v \) is cached, there is no need to compute that node or any predecessor of that node. Hence, under a caching strategy \( x \), the total work of a job \( G \) becomes:

\[
W = \sum_{v \in \mathcal{V}} c_v (1 - x_v) \prod_{u \in \text{succ}(v)} (1 - x_u). \tag{5.2}
\]
Intuitively, this states that the cost $c_v$ of computing $\text{op}(v)$ needs to be paid if and only if neither $v$ nor any of its successors have been cached.

5.2.3.3 Maximizing the Caching Gain: Offline Optimization

Given a cache of size $K$ Kbytes, we aim to solve the following optimization problem:

\[
\text{MAXCACHINGGAIN}
\]

Maximize:

\[
F(x) = \bar{W} - \sum_{G \in \mathcal{G}} \lambda_G W(G, x)
\]

\[= \sum_{G : (V, E) \in \mathcal{G}} \lambda_G \sum_{v \in V} c_v \left[ 1 - (1 - x_v) \prod_{u \in \text{succ}(v)} (1 - x_u) \right]
\]

Subject to:

\[
\sum_{v \in V} s_v x_v \leq K, \quad x_v \in \{0, 1\}, \text{ for all } v \in \mathcal{V}.
\]

Following [173], we call function $F(x)$ the caching gain: this is the reduction on total work due to caching. This offline problem is NP-hard [174]. Seen as an objective over the set of nodes $v \in \mathcal{V}$ cached, $F$ is a monotone, submodular function. Hence, Eq. (5.3) is a submodular maximization problem with a knapsack constraint. When all outputs have the same size, the classic greedy algorithm by Nemhauser et al. [185] yields a $1 - 1/e$ approximation. In the case of general knapsack constraints, there exist well-known modifications of the greedy algorithm that yields the same approximation ratio [186, 187, 188].

Beyond the above generic approximation algorithms for maximizing submodular functions, Eq. (5.3) can be solved by pipage rounding [189]. In particular, there exists a concave function $L : [0, 1]^{|\mathcal{V}|}$ such that:

\[(1 - 1/e)L(x) \leq F(x) \leq L(x), \quad \text{for all } x \in [0, 1]^{|\mathcal{V}|}.
\]

This concave relaxation of $F$ is given by:

\[
L(x) = \sum_{G : (V, E) \in \mathcal{G}} \lambda_G \sum_{v \in V} c_v \min \left\{ 1, x_v + \sum_{u \in \text{succ}(v)} x_u \right\}.
\]

Pipage rounding solves Eq. (5.3) by replacing objective $F(x)$ with its concave approximation $L(x)$ and relaxing the integrality constraints Eq. (5.3c) to the convex constraints $x \in [0, 1]^{|\mathcal{V}|}$. The resulting optimization problem is convex—in fact, it can be reduced to a linear program, and thus solved in linear time. Having solved this convex optimization problem, the resulting fractional solution is subsequently rounded to produce an integral solution. Several polynomial time rounding algorithms exist (see, e.g., [189, 190, and 188 for knapsack constraints). Due to Eq. (5.4) and the specific
design of the rounding scheme, the resulting integral solution is guaranteed to be within a constant approximation of the optimal [189] [188].

5.2.3.4 An Adaptive Algorithm with Optimality Guarantees

As discussed above, if the arrival rates $\lambda_G, G \in \mathcal{G}$, are known, we can determine a caching policy within a constant approximation from the optimal solution to the (offline) problem MAXCACHINGGAIN by solving a convex optimization problem. In practice, however, the arrival rates $\lambda_G$ may not be known. To that end, we are interested in an adaptive algorithm, that converges to caching decisions without any prior knowledge of job arrival rates $\lambda_G$. Building on [173], we propose an adaptive algorithm for precisely this purpose. We describe the details of this adaptive algorithm in Sec. 5.2.4.1. In short, our adaptive algorithm performs projected gradient ascent over concave function $L$, given by Eq. (5.5). That is, our algorithm maintains at each time a fractional $y \in [0,1]^{|\mathcal{V}|}$, capturing the probability with which each RDD should be placed in the cache. Our algorithm collects information from executed jobs; this information is used to produce an estimate of the gradient $\nabla L(y)$. In turn, this is used to adapt the probabilities $y$ that we store different outcomes. Based on these adapted probabilities, we construct a randomized placement $x$ satisfying the capacity constraint Eq. (5.3c). We can then show that the resulting randomized placement has the following property:

**Theorem 1** If $x(t)$ is the placement at time $t$, then $\lim_{t \to \infty} \mathbb{E}[F(x(t))] \geq (1 - 1/e) F(x^*)$, where $x^*$ is an optimal solution to the offline problem MAXCACHINGGAIN (Eq. (5.3)).

The proof of Thm. 1 can be found in Sec. 5.2.4.3.

5.2.3.5 A Heuristic Adaptive Algorithm

Beyond attaining such guarantees, our adaptive algorithm gives us a great intuition to prioritize computational outcomes. Indeed, the algorithm prioritizes nodes $v$ that have a high gradient component $\partial L / \partial x_v$ and a low size $s_v$. Given a present placement, RDDs should enter the cache if they have a high value w.r.t. the following quantity (Sec. 5.2.4.3):

$$\frac{\partial L}{\partial x_v} / s_v \approx \left( \sum_{G \in \mathcal{G} : v \in G} \lambda_G \times \Delta(w) \right) / s_v,$$

where $\Delta(w)$ is the difference in total work if $v$ is not cached. This intuition is invaluable in coming up with useful heuristic algorithms for determining what to place in a cache. In contrast to, e.g., LRU
Algorithm 8: A heuristic caching algorithm.

```
Procedure processJobs (G)
    C \_G = Historical RDD access record;
    C \_G = Current job RDD access record;
    for G \in G do
        processJob(G(V, E), C \_G);
        updateCache(C \_G, C \_G);

Procedure processJob (G(V, E), C)
    C \_G.clear();
    for v \in V do
        v.accessed=False;
        toAccess=set(DAG.sink());
        while toAccess \neq \emptyset do
            v=toAccess.pop();
            C \_G[v]=estimateCost(v);
            if not v.cached then
                for u \in v.parents do
                    if not u.accessed then
                        toAccess.add(u);
                access(v); /* Iterate RDD v */
                v.accessed=True;
        return;

Procedure estimateCost (v)
    cost=compCost[v]; /* If all parents are ready. */
    toCompute=v.parents /* Check each parent. */
    while toCompute \neq \emptyset do
        u=toCompute.pop();
        if not (u.cached or u.accessed or u.accessedInEstCost) then
            cost+=compCost[u];
            toCompute.appendList(u.parents);
        u.accessedInEstCost=True;
    return cost;

Procedure updateCache (C \_G, C \_G)
    for v \in C \_G do
        if v \in C \_G then
            C \_G[v] = (1 - \beta) \times C \_G[v] + \beta \times C \_G[v];
        else
            C \_G[v] = (1 - \beta) \times C \_G[v];
        updateCacheByScore(C \_G);
    return;
```
and LFU, that prioritize jobs with high request rate, Eq. (5.6) suggests that a computation should be cached if (i) it is requested often, (ii) caching it can lead to a significant reduction on the total work, and (iii) it has small size. Note that (ii) is dependent on other caching decisions made by our algorithm. Observations (i), (ii), and (iii) are intuitive, and the specific product form in Eq. (5.6) is directly motivated and justified by our formal analysis. They give rise to the following simple heuristic adaptive algorithm: for each job submitted, maintain a moving average of (i) the request rate of individual nodes it comprises, and (ii) the cost that one would experience if these nodes are not cached. Then, place in the cache only jobs that have a high such value, when scaled by the size \( s_v \).

Alg. [8] shows the main steps of our heuristic adaptive algorithm. It updates the cache (i.e., storage memory pool) after the execution of each job (line 5) based on decisions made in the updateCache function (line 6), which considers both the historical (i.e., \( C_G \)) and current RDD (i.e., \( C_G \)) cost scores. Particularly, when iterating RDDs in each job following a recursive fashion, an auxiliary function estimateCost is called to calculate and record the temporal and spatial cost of each RDD in that job (see line 14 and lines 22 to 31). Notice that estimateCost does not actually access any RDDs, but conducts DAG-level analysis for cost estimation which will be used to determine cache contents in the updateCache function. In addition, a hash mapping table is also used to record and detect computational overlap cross jobs (details see in our implementation in Sec. 5.2.5.3). After that, we iterate over each RDD’s parent(s) (lines 16 to 18). Once all its parent(s) is(are) ready, we access (i.e., compute) the RDD (line 19). Lastly, the updateCache function first updates the costs of all accessed RDDs to decide the quantities cost collected above with a moving average window using a decay rate of \( \beta \), or using an Exponentially Weighted Moving Average (EWMA) [191]. Next, updateCache makes cross-job cache decisions based on the sorting results of the moving average window by calling the updateCacheByScore function. The implementation of this function can (i) refresh the entire RAM by top score RDDs; or (ii) evict lower score old RDDs to insert higher score new RDDs.

### 5.2.4 Algorithm Correctness Proof

#### 5.2.4.1 Online Algorithm Overview

We hereby describe our adaptive algorithm for solving MAXCACHINGGAIN without a prior knowledge of the demands \( \lambda_G, G \in \mathcal{G} \). The algorithm is based on [173], which solves a problem with a similar objective, but with matroid (rather than knapsack) constraints. We depart
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from [173] in both the objective studied—namely, Eq. (5.3a)—as well as in the rounding scheme used: the presence of knapsack constraints implies that a different methodology needs to be applied to round the fractional solution produced by the algorithm in each step.

We partition time into periods of equal length \( T > 0 \), during which we collect access statistics for different RDDs. In addition, we maintain as state information the marginals \( y_v \in [0, 1]^{\mathcal{V}} \): intuitively each \( y_v \) captures the probability that node \( v \in \mathcal{V} \) is cached. When the period ends, we (i) adapt the state vector \( y = [y_v]_{v \in \mathcal{V}} \in [0, 1]^{\mathcal{V}} \), and (ii) reshuffle the contents of the cache, in a manner we describe below.

**State Adaptation:** We use RDD access and cost measurements collected during a period to produce a random vector \( z = [z_v]_{v \in \mathcal{V}} \in \mathbb{R}^{\mathcal{V}} + \) that is an unbiased estimator of a subgradient of \( L \) w.r.t. to \( y \). That is, if \( y(k) \in [0, 1]^{\mathcal{V}} \) is the vector of marginals at the \( k \)-th measurement period, \( z = z(y(k)) \) is a random variable satisfying:

\[
\mathbb{E}[z(y(k))] \in \partial L(y(k))
\]  

(5.7)

where \( \partial L(y) \) is the set of subgradients of \( L \) w.r.t. \( y \). We specify how to produce such estimates below, in Sec. 5.2.4.2.

Having these estimates, we adapt the state vector \( y \) as follows: at the conclusion of the \( k \)-th period, the new state is computed as

\[
y^{(k+1)} \leftarrow \mathcal{P}_D \left( y^{(k)} + \gamma^{(k)} \cdot z(y^{(k)}) \right),
\]

(5.8)

where \( \gamma^{(k)} > 0 \) is a gain factor and \( \mathcal{P}_D \) is the projection to the set of relaxed constraints:

\[
\mathcal{D} = \left\{ y \in [0, 1]^{\mathcal{V}} : \sum_{v \in \mathcal{V}} s_v y_v = K \right\}.
\]

Note that \( \mathcal{P}_D \) is a projection to a convex polytope, and can thus be computed in polynomial time.

**State Smoothening:** Upon performing the state adaptation Eq. (5.8), each node \( v \in \mathcal{V} \) computes the following “sliding average” of its current and past states:

\[
\bar{y}^{(k)} = \sum_{\ell=\lfloor \frac{k}{2} \rfloor}^{k} \gamma^{(\ell)} y^{(\ell)} / \left[ \sum_{\ell=\lfloor \frac{k}{2} \rfloor}^{k} \gamma^{(\ell)} \right].
\]

(5.9)

This “state smoothening” is necessary precisely because of the non-differentiability of \( L \). Note that \( \bar{y}^{(k)} \in \mathcal{D} \), as a convex combination of points in \( \mathcal{D} \).

**Cache Placement:** Finally, at the conclusion of a timeslot, the smoothened marginals \( \bar{y}^{(k)} \in [0, 1]^{\mathcal{V}} \) are rounded, to produce a new integral placement \( x^{(k)} \in \{0, 1\}^{\mathcal{V}} \) that satisfies the knapsack
constraint Eq. (5.3c). There are several ways of producing such a rounding [189, 190, 188]. We follow the probabilistic rounding of [188] (see also [193]): starting from a fractional \( y \) that maximizes \( L \) over \( D \), the resulting (random) integral \( x \) is guaranteed to be within \( 1 - 1/e \) from the optimal, in expectation.

5.2.4.2 Constructing an Unbiased Estimator of \( \partial L(y) \).

To conclude our algorithm description, we outline here how to compute the unbiased estimates \( z \) of the subgradients \( \partial L(y(k)) \) during a measurement period. In the exposition below, drop the superscript \( \cdot(k) \) for brevity.

The estimation proceeds as follows.

1. Every time a job \( G(V, E) \) is submitted for computation, we compute the quantity

\[
  t_v = \sum_{v \in V} c_v \mathbb{1}(x_v + \sum_{u \in \text{succ}(v)} x_u \leq 1),
\]

where

\[
  \mathbb{1}(A) = \begin{cases} 
    1, & \text{if } A \text{ is true,} \\
    0, & \text{o.w.}
  \end{cases}
\]

2. Let \( T_v \) be the set of quantities collected in this way at node \( v \) regarding item \( v \in V \) during a measurement period of duration \( T \). At the end of the measurement period, we produce the following estimates:

\[
  z_v = \sum_{t \in T_v} t / T, \quad v \in V.
\]

(5.10)

Note that, in practice, \( z_v \) needs to be computed only for RDDs \( v \in V \) that have been involved in the computation of some job in the duration of the measurement period.

It is easy to show that the above estimate is an unbiased estimator of the subgradient:

**Lemma 1** For \( z = [z_v]_{v \in V} \in \mathbb{R}^{|V|}_+ \) the vector constructed through coordinates Eq. (5.10),

\[
  \mathbb{E}[z(y)] \in \partial L(y) \text{ and } \mathbb{E}[\|z\|_2^2] < C^2 |V|^2 (\Lambda^2 + \frac{\Lambda}{T}),
\]

where \( C = \max_{v \in V} c_v \) and \( \Lambda = \max_{G(V, E) \in G : v \in V} \sum_{G(V, E) \in G : v \in V} \lambda_G \).

The proof of this lemma is almost identical, mutatis mutandis, to the proof of Lemma 1 in [173].
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5.2.4.3 Proof of Thm. 1

To prove Thm. 1, we first have that, by setting $\gamma(k) = \Theta(1/\sqrt{k})$,

$$\lim_{k \to \infty} \mathbb{E}[L(\bar{y}^k)] = \max_{y \in D} L(y), \quad (5.11)$$

and, in particular,

$$\lim_{k \to \infty} P[\bar{y}^{(k)} \in \text{argmax}_{y \in D} L(y)] = 1. \quad (5.12)$$

Eq. (5.11) is a consequence of Lemma 1 and Thm. 14.1.1, page 215 of Nemirofski [192]. On the other hand, Eq. (5.4) implies that

$$F(\bar{y}^{(k)}) \geq (1 - 1/e) \max_{y \in D} F(y) \quad (5.13)$$

for every $\bar{y}^{(k)} \in \text{argmax}_{y \in D} L(y)$, while the rounding scheme of [188] ensures that the same property is attained by the rounded $x^{(k)}$ in expectation. This, along with Eq. (5.12), implies the theorem.

5.2.5 Evaluation

In this subsection, we first demonstrate the performance of our adaptive caching algorithm (Alg. 8) on a simple illustrative example. We then build a simulator to analyze the performance of large scale synthetic traces with complex DAGs. Lastly, we validate the effectiveness of our adaptive algorithm by conducting real experiments in Apache Spark with real-world machine learning workloads.

5.2.5.1 Numerical Analysis

We use a simple example to illustrate how our adaptive algorithm (i.e., Alg. 8) performs w.r.t. minimizing total work. This example is specifically designed to illustrate that our algorithm significantly outperforms the default LRU policy used in Spark. Assume that we have 5 jobs ($J_0$ to $J_4$) each consisting of 3 RDDs, the first 2 of which are common across jobs. That is, $J_0$’s DAG is $R_0 \rightarrow R_1 \rightarrow R_2$, $J_1$ is $R_0 \rightarrow R_1 \rightarrow R_3$, $J_2$ is $R_0 \rightarrow R_1 \rightarrow R_4$, etc. The calculation time for $R_1$ is 100 seconds while the calculation time for other RDDs (e.g., $R_2$, $R_3$, ...) is 10 seconds. We submit this sequence of jobs twice, with the interarrival time of 10 seconds between jobs. Thus, we have 10 jobs in a sequence of $\{J_0, J_1, ..., J_4, J_0, J_1, ..., J_4\}$. We set the size of each RDD as 500MB and the cache capacity as 500MB as well. Hence, at most one RDD can be cached at any moment.
Table 5.2 shows the experimental results of this simple example under LRU and our algorithm. Obviously, LRU cannot well utilize the cache because the recently cached RDD (e.g., \(R_2\)) is always evicted by the newly accessed RDD (e.g., \(R_3\)). As a result, none of the RDDs are hit under the LRU policy. By producing an estimation of the gradient on RDD computation costs, our algorithm instead places \(R_1\) in the cache after the second job finishes and thus achieves a higher hit ratio of 36\%, i.e., 8 out of 22 RDDs are hit. The “total work” (i.e., the total calculation time for finishing all jobs) is significantly reduced as well under our algorithm.

<table>
<thead>
<tr>
<th>Policy</th>
<th>(J_0)</th>
<th>(J_1)</th>
<th>(J_2)</th>
<th>(J_3)</th>
<th>...</th>
<th>(J_4)</th>
<th>Hit Ratio</th>
<th>Total Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>(R_2)</td>
<td>(R_3)</td>
<td>(R_4)</td>
<td>(R_5)</td>
<td>...</td>
<td>(R_6)</td>
<td>0.0%</td>
<td>1100</td>
</tr>
<tr>
<td>Adaptive</td>
<td>(R_2)</td>
<td>(R_1)</td>
<td>(R_1)</td>
<td>(R_1)</td>
<td>...</td>
<td>(R_1)</td>
<td>36.4%</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 5.2: Caching results of the simple case.

5.2.5.2 Simulation Analysis

To further validate the effectiveness of our proposed algorithm, we scale up our synthetic trace by randomly generating a sequence of 1000 jobs to represent real data analysis applications with complex DAGs. Fig. 5.9 shows an example of some jobs’ DAGs from our synthetic trace, where some jobs include stages and RDDs with the same generating logic chain. For example, stage 0 in \(J_0\) and stage 1 in \(J_1\) are identical, but their RDD IDs are different and will be computed twice. On average, each of these jobs consists of six stages and each stage has six RDDs. The average RDD size is 50MB. We use a decay rate of \(\beta = 0.6\).

Figure 5.9: An example of RDD dependency in synthetic jobs.
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We implement four caching algorithms for comparison: (1) NoCache: a baseline policy, which forces Spark to ignore all user-defined cache/persist demands, and thus provides the lower bound of caching performance; (2) LRU: the default policy used in Spark, which evicts the least recent used RDDs; (3) FIFO: a traditional policy which evicts the earliest RDD in the RAM; and (4) LCS: a recently proposed policy, called “Least Cost Strategy” [103], which uses a heuristic approach to calculate each RDD’s recovery temporal cost to make eviction decisions. The main metrics include: (a) RDD hit ratio that is calculated as the ratio between the number of RDDs hit in the cache and the total number of accessed RDDs, or the ratio between the size of RDDs hit in the cache and the total size of accessed RDDs; (b) Number of accessed RDDs and total amount of accessed RDD data size that need to be accessed through the experiment; (c) Total work (i.e., makespan) that is the total calculation time for finishing all jobs; and (d) Average waiting time for each job.

Fig. 5.10 depicts the performance of the five caching algorithms. We conduct a set of simulation experiments by configuring different cache sizes for storing RDDs. Clearly, our algorithm (“Adaptive”) significantly improves the hit ratio (up to 70%) across different cache sizes, as seen Figs. 5.10(a) and (b). In contrast, the other algorithms start to hit RDDs (with hit ratio up to 17%) only when the cache capacity becomes large. Consequently, our proposed algorithm reduces the number of RDDs that need to be accessed and calculated (see Figs. 5.10(c) and (d)), which further saves the overall computation costs, i.e., the total work in Figs. 5.10(e) and (f). We also notice that such an improvement from “Adaptive” becomes more significant when we have a larger cache space for RDDs, which indicates that our adaptive algorithm is able to better detect and utilize those shareable and reusable RDDs across jobs.
5.2.5.3 Spark Implementation

We further evaluate our cache algorithm by integrating our methodology into Apache Spark 2.2.1 which is hypervised by VMware Workstation 12.5.0. Table 5.3 summarizes the details of our testbed configuration. In Spark, the memory space is divided into four pools: storage memory, execution memory, unmanaged memory and reserved memory. Only the storage and execution memory pools (i.e., UnifiedMemoryManager) are used to store the runtime data of Spark applications. Our implementation focuses on the storage memory, which stores the cached data (RDDs), the internal data propagated through the cluster, and the temporarily unrolled serialized data. Fig. 5.11 further illustrates the main architecture of modules in our implementation. In detail, different from Spark’s built-in caching that responds to persist and unpersist APIs, we build an RDDCacheManager module in the Spark Application Layer to communicate with cache modules in the Worker Layer. Our proposed module maintains statistical records (e.g., historical access, computation overhead, DAG dependency, etc.), and automatically decides which new RDDs to be cached and which existing RDDs to be evicted when the cache space is full.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Server</td>
<td>Dell PowerEdge T310</td>
</tr>
<tr>
<td>Host Processor</td>
<td>Intel Xeon CPU X3470</td>
</tr>
<tr>
<td>Host Processor Speed</td>
<td>2.93GHz</td>
</tr>
<tr>
<td>Host Processor Cores</td>
<td>8 Cores</td>
</tr>
<tr>
<td>Host Memory Capacity</td>
<td>16GB DIMM DDR3</td>
</tr>
<tr>
<td>Host Memory Data Rate</td>
<td>1333 MHz</td>
</tr>
<tr>
<td>Host Hypervisor</td>
<td>VMware Workstation 12.5.0</td>
</tr>
<tr>
<td>Big Data Platform</td>
<td>Apache Spark 2.2.1</td>
</tr>
<tr>
<td>Storage Device</td>
<td>Western Digital WD20EURS</td>
</tr>
<tr>
<td>Disk Size</td>
<td>2TB</td>
</tr>
<tr>
<td>Disk Bandwidth</td>
<td>SATA 3.0Gbps</td>
</tr>
<tr>
<td>Memory Size Per Node</td>
<td>1 GB</td>
</tr>
<tr>
<td>Disk Size Per Node</td>
<td>50 GB</td>
</tr>
</tbody>
</table>

Table 5.3: Testbed configuration.

We select Ridge Regression [194] as a benchmark because it is a ubiquitous technique,
Figure 5.11: Module structure view of our Spark implementation, where our proposed RDDCacheManager module cooperates with cache module inside each worker node.

widely applied in machine learning and data mining applications [195, 196]. The input database we use is a huge table containing thousands of entries (i.e., rows), and each entry has more than ten features (i.e., columns). More than hundred Spark jobs are repeatedly generated with an exponential arrival rate. Each job’s DAG contains at least one Ridge Regression-related subgraph, which regresses a randomly selected feature column (i.e., target) by a randomly selected subset of the remaining feature columns (i.e., source), i.e., \( f_t = \mathcal{R}(\vec{f}_s) \), where \( f_t \) is the target feature, and \( \mathcal{R}(\vec{f}_s) \) is the regressed correlation function with an input of the source feature vector \( \vec{f}_s \). Moreover, different jobs may share the same selections of target and source features, and thus they may have some RDDs with exactly the same generating logic chain (i.e., the subset of DAGs). Unfortunately, the default Spark cannot identify RDDs with the same generating logic chain if they are in different jobs. In order to identify these reusable and identical RDDs, our proposed RDDCacheManager uses a mapping table to records each RDD’s generating logic chain across jobs (by importing our customized header files into the benchmark), i.e., we denote \( RDD_x \) by a hashing function \( key \leftarrow hash(G_x(V, E)) \), where \( G_x(V, E) \) is the subgraph of \( RDD_x \) (\( V \) is the set of all ancestor RDDs and \( E \) is the set of all operations along the subgraph). Since not all operations are deterministic [197] (e.g., shuffle operation on the same input data may result in different RDDs), we only monitor those deterministic operations which guarantee the same output under the same input.

Rather than scrutinizing the cache-friendly case where our adaptive algorithm appears to work well as shown in Sec. 5.2.5.2, it will be more interesting to study the performance under the cache-unfriendly case (also called “stress test” [198]), where the space size of different combinations of source and target features is comparatively large, which causes the production of a large number
of different RDDs across jobs. Moreover, the probability of RDDs reaccess is low (e.g., the trace we generated has less than 26% of RDDs are repeated across all jobs), and the temporal distances of RDDs reaccess are also relatively long \[63\]. Thus, it becomes more challenging for a caching algorithm to make good caching decisions to reduce the total work under such a cache-unfriendly case.

![Graph showing hit ratio and normalized makespan results of a stress testing on cache-unfriendly Ridge Regression benchmark with different cache sizes under four cache algorithms.](image)

Figure 5.12: Hit ratio and normalized makespan results of a stress testing on cache-unfriendly Ridge Regression benchmark with different cache sizes under four cache algorithms.

Fig. 5.12 shows the real experimental results under four different caching algorithms, i.e., FIFO, LRU, LCS, and Adaptive. To investigate the impact of cache size, we also change the size of storage memory pool to have different numbers of RDDs that can be cached in that pool. Compared to the other three algorithms, our adaptive algorithm achieves non-negligible improvements on both hit ratio (see in Fig. 5.12(a)) and makespan (see in Fig. 5.12(b)), especially when the cache size increases. Specifically, the hit ratio can be improved by 13% and the makespan can be reduced by
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12% at most, which are decent achievements for such a cache-unfriendly stress test with less room to improve performance. Furthermore, we observe that Adaptive significantly increases the hit ratio and reduces the makespan when we have more storage memory space, which again indicates that our caching algorithm has the ability to make good use of memory space. In contrast, the other algorithms have less improvement on the hit ratio and the makespan, since they cannot conduct any cross-job computational overlap detection. While, with a global overview of all accessed RDDs, our adaptive algorithm can effectively select proper RDDs from all jobs to be cached in the limited storage memory pool.

5.2.6 Summary

The big data multi-stage parallel computing framework, such as Apache Spark, has been widely used to perform data processing at scale. To speed up the execution, Spark strives to absorb as much intermediate data as possible to the memory to avoid the repeated computation. However, the default in-memory storage mechanism LRU does not choose reasonable RDDs to cache their partitions in the memory, leading to arbitrarily sub-optimal caching decisions. We first formulate the problem by proposing an optimization framework, and then develop an adaptive cache algorithm to store the most valuable intermediate datasets that can be reused in the future. According to our real implementation on Apache Spark, the proposed algorithm can improve the performance by reducing 12% of the total work to recompute RDDs.
Chapter 6

Conclusion and Future Work

Cloud computing systems provide shared resources as a pool, which requires a central mechanism for resource provisioning and allocation based on the user demands. Among different types of demands, we found the storage I/O is the main bottleneck, especially cloud vendors are overselling their resources to users. Thus, this dissertation focuses on the flash-based storage resource management in cloud computing datacenter infrastructures, including storage capacity allocation, I/O performance isolation, I/O stack optimization, data replication and recovery, caching and tiering solutions, flash endurance and total cost of ownership. The dissertation is broken down into three stages: SSD-HDD hybrid datacenter, all-flash datacenter, and big data platform storage optimization.

In order to improve the I/O performance in SSD-HDD hybrid datacenters, we developed a new global SSD resource management scheme called “GRM” to allocate a suitable amount of SSDs to heterogeneous VMs. It can dynamically adjust the partition of SSDs between two zones by leveraging the feedback of workload changes and SSD performance. Meanwhile, aiming to improve the reliability of distributed caching and data processing systems using SSD-HDD hybrid storages, we proposed a data replica manager solution called “AutoReplica”. AutoReplica balances the trade-off between I/O performance and fault tolerance by storing caches in replica nodes’ SSDs. In particular, AutoReplica can automatically find the replica nodes with the consideration of network traffic, server geographical distance, and workloads. AutoReplica also supports seamless online migration and parallel prefetching operations.

On the other hand, during the transition from the SSD-HDD hybrid to the all-flash datacenter, we found that simply using existing caching or tiering solutions designed for hybrid storage systems is not suitable. Based on our observation that different workloads have different performance improvement after being migrated to a higher-end SSD tier, we developed an automatic
data placement manager called “AutoTiering” to associate VMDKs with an appropriate SSD tier during runtime. Our goal is to better utilizing the storage resource, optimizing the performance, and reducing the migration overhead. Specifically, AutoTiering considers both historical and predicted performance factors, and the estimated migrating cost. AutoTiering has a micro-benchmark-based sensitivity calibration and regression session to predict virtual machine VM’s performance change on different tiers without conducting any actual migration. Besides, all-flash storages also suffer from the write amplification caused by write amplification, which further heavily affects the Total Cost of Ownership, i.e., TCO. However, there are no standard TCO models available which consider both the SSD endurance and workload characteristics. Thus, we first proposed a TCO model to reflect capital and operational costs, the estimated lifetime of SSDs under different workloads, resource restrictions and SLAs. We also characterized the write amplification of SSDs as a function of the fraction of sequential writes in a workload, and plugged this function into TCO model. Based on them, we built a novel online workload allocation algorithm \texttt{MINTCO} to dispatch and deploy workloads across SSDs in the storage pool.

After developing performance and reliability enhancement solutions for all-flash datacenters, we investigated how to optimize the I/O stack in the software level of the storage infrastructure of big data platforms. We observed that the major bottleneck in the current deployment of NVMe SSDs in the VM-hypervisor environment is caused by multiple non-lock-free intermediate queues. Thus, we present a hybrid framework called “H-NVMe” to fully utilize the NVMe resources (e.g., up to 64K in depth). H-NVMe’s first mode (Parallel Queue Mode) increases parallelism and enables lock-free operations by forwarding jobs from the Adapter Queue to our customized enhanced subqueues in the driver. H-NVMe’s second mode (Direct Access Mode) allows trusted applications with VAIO IOFilter [151] attached to their user VMDKs to directly access NVMe SSDs and bypass the entire I/O stack in the hypervisor layer to further ensure performance isolation. Apart from hypervisor I/O stack, we also observed that big data multi-stage parallel computing frameworks use very naive in-memory storage mechanisms (e.g., Apache Spark uses LRU) which do not choose reasonable intermediate datasets to cache their partitions in memory, leading to arbitrarily sub-optimal caching decisions. We formulated the problem by proposing an optimization framework, and then developed an adaptive algorithm to cache the most valuable intermediate datasets that can be reused in the future.

In the future, we plan to extend \texttt{MINTCO} to support the offline mode scenario, where the datacenter manager needs to allocate all known workloads to an undecided disk pool in the beginning. In other words, the manager needs to decide the number and type of disks to run the I/O workloads.
CHAPTER 6. CONCLUSION AND FUTURE WORK

We also plan to enhance MINTCO and GREM to support RAID mode SSD arrays.
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