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Abstract—Hypervisor-based virtualization technology has
been successfully used to deploy high-performance and scal-
able infrastructure for Hadoop, and now Spark applications.
Container-based virtualization techniques are becoming an im-
portant option, which is increasingly used due to their lightweight
operation and better scaling when compared to Virtual Machines
(VM). With containerization techniques such as Docker becoming
mature and promising better performance, we can use Docker
to speed-up big data applications. However, as applications have
different behaviors and resource requirements, before replacing
traditional hypervisor-based virtual machines with Docker, it is
important to analyze and compare performance of applications
running in the cloud with VMs and Docker containers. VM
provides distributed resource management for different virtual
machines running with their own allocated resources, while
Docker relies on shared pool of resources among all containers.
Here, we investigate the performance of different Apache Spark
applications using both Virtual Machines (VM) and Docker
containers. While others have looked at Docker’s performance,
this is the first study that compares these different virtualization
frameworks for a big data enterprise cloud environment using
Apache Spark. In addition to makespan and execution time, we
also analyze different resource utilization (CPU, disk, memory,
etc.) by Spark applications. Our results show that Spark using
Docker can obtain speed-up of over 10 times when compared
to using VM. However, we observe that this may not apply to
all applications due to different workload patterns and different
resource management schemes performed by virtual machines
and containers. Our work can guide application developers,
system administrators and researchers to better design and
deploy big data applications on their platforms to improve the
overall performance.

Keywords—Virtual Machine (VM), Container, Docker, Apache
Spark, Big Data, Cloud Computing, Resource Management, Task
Assignment, Workload Evaluation & Estimation

I. INTRODUCTION

Big data enterprise cloud environments, such as MapRe-
duce [1] and its implementations like Hadoop [2] and
Spark [3], provide a productive high level programming inter-
face for large scale data processing and analytics. MapReduce
is a software framework that allows a cluster of computers to
process a large set of data in parallel. MapReduce consists
of two main steps, “map” and “reduce”, where the “map”
step dispatches pieces of the huge data set to individual
computers in the cluster for processing and “reduce” combines
the intermediate data from “map” and derives the final output.
Hadoop, a widely adopted cloud computing framework in
industry, has been criticized in recent years for its inefficiency
of handling iterative and interactive applications. The biggest
drawback of Hadoop is that it introduces large amounts of
disk I/O operations for storing intermediate data between map

and reduce phases. To overcome this, the new framework,
Spark, strives to cache all intermediate data (Resilient Dis-
tributed Datasets (RDDs)) into memory instead of disk. RDDs
can be stored in memory between queries without requiring
replication and disk access. Each RDD remembers how it was
built from other datasets (by transformations like map, join or
groupBy) to rebuild itself when required. RDDs allow Spark
to outperform Hadoop models by up to 100x in multi-pass
analytics.

The most widely used implementation of Spark is by
setting up a master-worker framework on hypervisor-based
virtualizations (such as Xen, VMware and KVM) using vir-
tual machines (VMs). Recently, the world of virtualization
platforms has seen a dynamic shift with the introduction
and stable release of containerization technologies such as
Docker [4], [5]. Containers and virtual machines have similar
resource isolation and allocation benefits but different archi-
tectural approach and resource management. Containers are
more portable and efficient compared to bare metal and virtual
machines [6], [7].

While characterizing and improving performance for mul-
tiple instances on a bare metal or virtual machine is not
new [8], [9], “Dockerized” big data applications running in
cloud frameworks like Spark deserve special attention. There
are challenges when deploying a distributed application such
as a Spark application on containers, as the operation of Spark
which includes handling in-memory RDDs, shared variables,
etc. is unaware of the underlying virtualization.

Containers and virtual machines are two different technolo-
gies. Each has its own advantages and working patterns. The
Docker containers are lightweight when compared to VMs as
each container does not have to operate separate OS (operating
system) [10]. Containers perform shared resource management
but VMs perform distributed resource management. The dis-
tributed resource management in VM guarantees stability and
security because each virtual machine runs with its specific
assigned set of resources, while shared resource manage-
ment in Docker enables more flexible sharing of resources
which may increase overall resource utilization. It is observed
that containerization techniques like Docker, LxCs etc. have
promising performance for many different applications [11]–
[13]. Thus, it is important to compare performance of widely
used Big Data processing framework Spark on Docker with
that of traditional virtual machines.

The main contributions of this paper are:

• Building and comparing the architecture of Spark
cluster on hypervisor-based virtualization and con-



tainerized virtualization.

• Makespan analysis of Spark applications operating on
multiple virtual machines and Docker containers.

• Resource management and utilization study with re-
spect to behavior of applications on different virtual-
ization frameworks.

In this paper, we study what type of virtualization frame-
works will be best for operating Spark applications depending
upon different resource usages. We observe that although
most of the previous work claims that applications perform
better on Docker when compared to VM, this may not be
generalized for all distributed applications running on the big
data enterprise cloud framework of Apache Spark. To the best
of our knowledge, our paper is the first paper to compare the
performance difference of Spark between VM and Docker.

The rest of this paper is organized as follows. In Sec. II,
we describe the related work. In Sec. III and IV, we explain
the architecture and current implementation of our framework.
Sec. V shows our experimental results and implications. Fi-
nally, we conclude our current work and introduce future work
in Sec. VI.

II. RELATED WORK

With the growing amount of data, the big data process-
ing framework like Apache Spark is widely used. Apache
Spark [14] is a general cluster compute engine for scalable
data processing. One of the widely accepted methods of using
Apache Spark to process enterprise cloud workloads is by
using hypervisor based virtualization framework of Virtual
Machines (VMs). The virtual machine technology has been
developed for several decades, bringing forth several software
solutions (such as Xen, VMware and KVM) and incorporat-
ing support for several data processing frameworks such as
Hadoop, Spark etc. The main benefit of virtualization include
hardware independence, availability, isolation and security.
However, the virtual machines incur some performance over-
head [15], [16].

Recently, new virtualization technology of containerization
(such as Docker [17], OpenVZ [18] and LxC [19]) has been
developed which claims to provide the same independence and
multi-tenancy with negligible performance overhead compared
to VMs. The container-based virtualization implementations
offer a lightweight virtualization layer, which promises a near-
native performance. Literature [5] reveals that the Docker also
performs well for traditional database applications running
with high speed NVMe SSDs as storage. Using database
processing framework such as Hadoop, Spark etc. in container-
ized framework rather than hypervisor based VMs may be
beneficial. VM deduplication, migration techniques are devel-
oped in [20]–[22]. Performance modeling for cloud computing
frameworks is studied in [23]–[26]. Recent work [27]–[37]
further focus on how to utilize Flash-based SSDs in cloud
computing platforms to accelerate their overall performance.
Studies [9], [38]–[40] investigate resource allocation and op-
timization problems.

However, none of the existing work have studied and
compared the operation of Apache Spark using Docker and
VMs. Some studies investigated performance of Hadoop on
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virtual machine and Docker, but they did not analyze deeply of
the difference of VM and Docker [41], [42]. Some other work
like DCSpark [13] describes how to run Spark applications on
Docker without conflicting configurations and library depen-
dencies in one physical cluster. When compared to Apache
Hadoop, Spark improves the system performance by storing
as much as possible intermediate results (e.g., RDDs) into
the memory instead of spinning disks (e.g., HDDs). Prior
work [43], shows that Spark is about 5x faster than Hadoop, for
most commonly used applications like Word Count, K-means,
and Pagerank, so in this work we explore the performance
of Spark applications on Docker when compared to virtual
machines.

III. VIRTUALIZATION FRAMEWORKS

In this section, we study the two different virtualization
frameworks, i.e., virtual machine (VM) hypervisor and Docker
container. VM hypervisor, which is also called Virtual Machine
Hypervisor (VMH) and Virtual Machine Monitor (VMM), has
a long history since the 1960s and is widely used even before
the cloud computing era. It is an important technique for
resource-provisioning, multi-tenancy, and system constitution
in IaaS.As shown in Fig. 1, VM Hypervisor (such as Xen,
KVM, VMware, etc.) is the virtual platform software that
implements multiple guest OSes in a single system server.
Specifically, the monitor lies between one or more operating
systems and the hardware and gives the illusion to each running
OS that it controls the machine. A hypervisor is operated
as middleware between the VM and OS. Each VM has its
own guest OS so that applications can directly call APIs (e.g.,
libs) to transparently run on each VM.

In contrast, Docker provides application virtualization us-
ing a containerized environment, see Fig. 2. A Docker image
is an inert, immutable file, from which containers are started.



TABLE I: Difference between VM hypervisor and Docker container.
Specs Virtual Machine Container

Products VMware, Xen, KVM, etc. Dockers, rkt, etc.
Guest OS Included Not included

virtualization Controller VM hypervisor Docker engine
Resource Management Distributed Shared

Machine Emulation Complete (isolated OS kernel) Partial (shared OS kernel)
Spatial Size (Bytes) Large Small

Launch Time Long Short
Migration May require image conversion Easy

Application installation can only be performed inside Docker
containers. In order to maintain lightweight characteristics, it is
advisable to keep the installation stack within the container as
small as possible for better performance. The data management
of containers is superintended by Docker storage drivers [44]
(e.g., OverlayFS, AUFS, Btrfs, etc.). We use the AUFS file
system as Docker storage driver for our Docker containers.
Generally, XFS and Ext4 are most commonly used host
backing file systems. Here, we use Ext4 for host backing
file system of both virtual machine and Docker.

A. Common Components

Both VM and Docker are virtualization approaches and
have three layers: application, OS & driver, and storage. Each
container works in its own separate workspace in terms of
file system and database. The application layer has multiple
instances of different applications and workloads operating in
multiple virtual machines or containers (see application layer
in Figures 1 and 2). Thus, I/Os are generated by the application
layer. The OS and Driver layer are comprised of host OS and
host backing file system such as XFS or Ext4. The lowest
layer of virtual machine hypervisor and Docker container is
comprised of storage media where all data is persisted. The
storage media can consist of hard drives (HDDs), solid state
drives (SSDs) or even hybrid drives consisting of different
types of storage devices.

B. Major Differences

Next, we discuss the major differences between the two
virtualization technologies. Table I summarizes these differ-
ences.

1) Guest OS: The major difference between VM and
Docker is that the latter does not need to maintain a guest
OS inside each container. This makes containers “lighter” and
also lowers the overhead of managing device drivers in each
instance. Containers can thus enable faster start up with better
performance when compared to VMs. Furthermore, containers
share the host’s kernel and thus have less isolation.

2) Virtualization Controller: To manage multiple virtual-
ization instances requires a Virtualization controller to decide
the instantiation, termination and inspect low-level information
like network ports and IP addresses of all instances. The virtual
machine has VM hypervisor as a controller, while Docker
consists of Docker engine. This virtualization controller runs
on the host and needs to have sudo access to all system
resources.

3) Resource Management: The virtual machine hypervisor
has distributed resource management among different virtual
machines, where each VM is assigned the maximum limit of
resources it can use. There also exist many smart techniques to
distribute resources in an optimal way among different virtual
machines [45], [46], but they lack run time flexibility. The
Docker container relies on cgroups to assign, allocate and
manage resources like CPU, Memory, Block I/O, Network,
etc. Unlike VM, containerized virtualization performs shared
resources management among different active and inactive
containers. Resources like memory and page cache are shared
among all containers. No prior resource allocations in terms
of processing unit and memory are done and all the containers
compete for these shared resources at run time. Thus, flex-
ible resource sharing and high compatibility are possible in
containerized virtualization.

The shared resource management in Docker can also ensure
better resource utilization when there exist some inactive
instances. Under hypervisor-based virtualization, the inactive
instances may occupy the resources allocated to them. But,
the inactive instances would consume negligible resources
in containerized virtualization. Thus, containerization allows
active instances to use resources that are unused by inactive
instances. We investigate the impacts of this distributed and
shared resource management in our experiments in Section V.

4) Distribution: VM hypervisor distributes VM images,
each including guest OS and individual library and application
stack. This type of distribution results in better security and
independence but larger overhead of start up and application
performance. Meanwhile, Docker containers are lightweight
without guest OS and are preferred to have one or least
possible number of applications in each container. The Docker
daemon can only run one storage driver, and all containers
created by that daemon instance use the same storage driver.
Storage drivers operate with the copy-on-write technique [47],
which provides advantages for read intensive applications and
further reduces I/O overhead. For applications that generate
heavy write workloads, it is advisable to maintain data persis-
tence. Docker volume is a mechanism to automatically provide
data persistence for containers. The biggest benefit of this
feature is that I/O operations through this path are independent
of the choice of the storage driver, and should be able to
operate at the I/O capabilities of the host.

IV. DATA PROCESSING ENGINE: APACHE SPARK

Apache Spark [14] is a general cluster compute engine for
scalable data processing, which generalizes two-stage MapRe-
duce to support arbitrary directed acyclic graphs (DAGs) of
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tasks and fast data sharing between operations. Most impor-
tantly, Spark improves the system performance by storing
intermediate results (e.g., RDDs) into the memory instead of
spinning disks. We choose Spark to compare its operations on
different virtualization frameworks because there are several
improvements in the development of Spark from Hadoop [2]:
1. Spark provides an easy-to-use memory abstraction imple-
mented as resilient distributed datasets (RDDs) which avoids
a significant portion of slow disk I/Os that occur in Hadoop.
2. Spark supports DAG scheduling. In contrast to the sim-
ple programming model of map phase and reduce phase in
Hadoop, a Spark job usually consists of multiple stages, which
makes resource provisioning in Spark more difficult than that
in Hadoop.
3. Spark supports a wider range of applications (like graphs
processing and machine-learning libraries), enabling usage of
one platform to meet different data analytics needs.

A. Spark Architecture
Spark has one master node and N worker nodes. The

master node can be used to create RDDs, accumulators
and broadcast variables. It contains a set of modules that
work together to schedule and submit tasks from each
application. For example, the driver module consists
of RDDGraph, DAGScheduler, TaskScheduler and
SchedulerBackend. The ClusterManager module cre-
ates RDDs and performs a series of transformations to achieve
its final result. These transformations of RDDs are translated
into a DAG and submitted to the scheduler to be executed on
a set of worker nodes.

There are multiple work nodes in Spark and each of which
is a JVM that run multiple executors. These executors run tasks
scheduled by the driver, store computation results in memory,
and conduct on-disk or off-heap interaction with the storage
systems. Each worker node consists of one or more executors
depending on number of cores used by a worker. Each executor
can also run multiple parallel tasks.

JAVA_Image

Ubuntu_OS_Image

Docker_Spark_Image

build dockerfile

Hadoop_Image

Spark_Image

Fig. 5. Method to build Docker_Spark_Image.
B. Implementations of Spark on VM and Docker

We build Apache Spark on VM and Docker to investigate
the performance difference of both implementations. Figures 3
and 4 show the architecture of Spark on VM and Docker. For
both implementations, one VM or Docker container is used as
the master node, and all others are worker nodes. Also, each
node has its own IP address and port.

For the VM setup, we have a number of virtual machines
running on a physical server via VM Hypervisor. Each VM
has its own guest OS as well as its own separate Spark data
processing workspace to manage executor files and database
as shown in Figure 3.

The Spark implementation on Docker comprises of multi-
ple simultaneously operating containers. As shown in Figure 4,
we do not need to maintain a guest OS in each container.
The container approach uses Bridge Docker() to connect
all containers. We build our Docker_Spark_Image with a
Dockerfile, which will be used to instantiate all containers
of Spark on the Docker framework.

Figure 5 illustrates the internal layers of the Spark
on Docker image. We first instantiate Ubuntu from
its image available on Docker Hub [48]. On top of
the Ubuntu OS layer, we load and install Java,
Hadoop (for HDFS), and Spark and then commit it as
Docker_Spark_Image. Finally, we compose our Spark
cluster using this Docker_Spark_Image, a .yml file con-
taining master and worker environment details like ports, DNS,
cores, volume directory, etc., and a .conf file that lists details
like max retries, event log directory, etc.

V. EVALUATION

A. Testbed and Platform Configurations

Table II summarizes the configuration of our testbed. We
deploy one master and eight worker nodes for Spark on
both VM and Docker frameworks as shown in Figures 3
and 4. We use open source measurement tools (dstat [49],
iostat [50], blktrace [51]) to measure performance
metrics such as total execution time of each application
(makespan), CPU utilization, memory utilization, disk I/O rate,
and network traffic.

B. Benchmarks
We consider different representative benchmarks in our

experiments in order to help Spark developers and users
evaluate a range of applications in a standard development
scenario. We implement a set of algorithms that are commonly
used in big data processing (see Table III). We categorize
these algorithms into three types: machine learning, graph
computation and SQL queries. Among them, most machine



TABLE II: Testbed configuration.

Component Specs
Server PowerEdge R630 Server

Processor Intel(R) Xeon(R) CPU E5-2660 v4
Processor Speed 2.00GHz
Processor Cores 56 Cores

Processor Cache Size 35M
Memory Capacity 64GB RDIMM

Memory Data Rate 2400 MT/s
Operating System Ubuntu 14.04 LTS
Docker Version 17.03
VM Hypervisor VMware Workstation 12.5

HDD Speed 7.2K RPM SATA 6Gbps
HDD Capacity 1 TB
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Fig. 6. Comparing total execution time of Spark applications running on
hypervisor based VM and containerized Docker.
learning algorithms and some graph computation algorithms
are iterative and their execution time can thus be determined by
the number of iterations. We also conduct sensitivity analysis
of these applications under different number of iterations.

TABLE III: Benchmark Details.

Application Type Benchmark

Machine Learning

K-Means(KM)
MinMaxScaler(MMS)
GaussianMixture(GM)

Logistic Regression (LR)
DecisionTreeClassification(DTC)

Tokenizer(T)
Alternating Least Squares(ALS)

Graph Computation

PageRank(PR)
ConnectedComponents(CC)

TriangleCounting(TC)
AggregateMessages(AM)

Single-Source Shortest Paths (SSSP)

SQL Queries SQLDataSource(SDS)
SparkSQL(SS)

C. Study of Execution Time
We first focus on studying the total execution time when

Spark applications are operated using either hypervisor vir-
tualization (VM) or containerized virtualization (Docker). We
deploy Spark applications on VM and Docker to ensure that
both implementations are performed with the same versions
of Ubuntu, Spark, Hadoop, etc., and the same resource allo-
cation settings like number of cores, memory capacity, etc. in
Spark configurations. Figure 6 shows the execution time of
Spark applications running on hypervisor-based virtualization
and containerized Docker. We see that Spark applications on
Docker containers perform mostly better than on VMs. This
is mainly because of (1) faster startup time and 2) faster

read operation of Spark applications on Docker containers. A
containerized Spark application usually starts in a couple of
seconds, but the same application on virtual machines needs
a couple of minutes to start up. Secondly, compared to VM,
read operations of Spark applications can be executed faster on
Docker containers because Docker maintains its own storage
driver and performs copy-on-write (COW). Meanwhile, we
observe that some applications like MMS and T receive similar
performance on both Docker and VM. More interestingly, the
K-Means (KM) algorithm has lower execution time on VM
than on Docker. We show results of some more experiments
using K-Means and investigate its behavior later in this Sec-
tion.

The execution time of some iterative applications might
be determined by application-related variables such as number
of iterations. Thus, we further investigate the performance of
these Spark applications (e.g., PageRank, Logistic Regression
(LR) and K-Means) across different setups for application-
related variables. Figure 7 shows the total execution times of
these three applications as a function of number of iterations
for PageRank and LR and number of clusters for K-Means.
First, we observe that even with varying the number of itera-
tions, Docker always performs better than VM for PageRank,
see Fig. 7(a). For a small number of iterations, the speed-up of
Docker when compared to VM is around 2x. As the number
of iterations increases, we get up to 10x speed-up for Docker.
This is because for each iteration, PageRank in Spark has a
high reuse factor of two particular RDDs, which are persisted
by Docker storage driver and thus can be quickly retrieved
from main memory. We also notice that the execution time of
LR is almost the same on Docker and VM across different
number of iterations, see Fig. 7(b).

However from Fig. 7(c), we see that VM performs slightly
better than Docker for K-Means. Here we vary the number of
clusters (K) instead of iterations in our experiments. We notice
that among all applications we consider, K-Means is the most
“shuffle-intensive”, especially when the number of clusters is
relatively high. Specifically, higher value of K means that
it needs to categorize the input data into more number of
clusters. This further increases the shuffle selectivity of K-
Means because for each data point the number of labeling
options increases and the distance of each data point from all
cluster centroids needs to be fetched every iteration. Moreover,
unlike those in-memory operations (e.g., map, reduce, join,
etc.), the shuffle operation is more expensive in Spark, since
it involves cross-executor broadcastings and longer time due
to corresponding disk I/Os, data serializations, and network
traffics. We analyzed these I/Os and found that the number
of “writes” is larger while performing shuffle. The Docker
file system (i.e., AUFS) performs copy-on-write (COW) for
every write operation. During shuffle, many COW operations
are triggered in Docker which may lead to a throttling stall
of operating threads. This dramatically reduces the benefits
brought by Docker, and slows down the performance compared
to VM. Thus, we conclude that it is advisable to use VM
rather than Docker for shuffle intensive applications in Spark.
We also verified this observation by experimenting with some
other shuffle intensive applications such as Bigram, TeraSort.
The results have the similar trends as those from K-Means.
We omit the results due to lack of space.
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Fig. 7. Total execution time with increasing number of iterations for (a) PageRank, (b) Logistic regression, and with increasing number of clusters for (c)
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Fig. 8. Average resource utilization while operating different benchmarks; (a) CPU Utilization, (b) Disk Utilization, and (c) Memory Utilization.

D. Study of System Resource Utilization
Finally, we investigate the utilization of different system

resources when running various benchmarks on VM or Docker
frameworks. Figure 8 present the CPU, disk and memory
utilization under different applications. First, we can see that
Docker has much higher CPU utilization ratios compared
to VM as shown in Figure 8(a). This means that Docker
can use CPU resources more efficiently. Secondly, Docker’s
disk utilization ratios are also slightly higher than those of
VMs for most applications (Fig. 8(b)). Interestingly, the K-
Means (KM) application is an exception, which has lower disk
utilization under Docker than under VM. This further validates
our observation (Sec. V-C) regarding the operations of shuffle
intensive applications. In contrast, as shown in Figure 8(c),
Docker has lower memory utilization ratios compared to VM
across all applications. The reason is that Docker bypasses the
guest OS so it demands less memory.

VI. CONCLUSIONS

In this paper, we investigated the performance of big data
processing applications running on Spark with different virtual-
ization frameworks. We built the end-to-end software stack for
the real implementation of different virtualization frameworks
and evaluated the robustness of this software stack with vari-
ous applications. We compared the de facto hypervisor-based
virtualization technique with the recently emerging lightweight
containerized virtualization framework (Docker) when deploy-
ing Spark. To best of our knowledge, this is the first research
work to study the Spark architecture and the operations of
Spark applications on different virtualization frameworks. We
explored the impacts of different virtualization techniques on
Spark applications’ execution latency and system resource
utilization. Our experimental results show that it is good to
use Spark with Docker for map and calculation intensive
applications because Docker provides lightweight operation,
copy-on-write (COW) and intermediate storage drivers that

assist Spark applications to perform better. On the other hand,
we observed that it is not advisable to run shuffle intensive
Spark applications on a containerized environment. In the
future, we plan to develop a hybrid virtualization environment
that can offer the options of both hypervised and containerized
instances for Spark applications and help determine the best
choice automatically based on the nature of applications.
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