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A method for allocating workloads to RAID and non-RAID
mode disk pools includes: receiving a workload; estimating
a cost for allocating the workload to each disk of disks in a
disk pool based on a total amount of logical data written to
the each disk using a data-average TCO rate model; deter-
mining a disk among the disks in the disk pool that mini-
mizes a total cost of ownership (TCO) by comparing costs
estimated for the disks; and allocating the workload to the
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I/O WORKLOAD SCHEDULING MANAGER
FOR RAID/NON-RAID FLASH BASED
STORAGE SYSTEMS FOR TCO AND WAF
OPTIMIZATIONS

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application claims the benefits of and priority
to U.S. Provisional Patent Application Ser. No. 62/409,685
filed Oct. 18, 2016, the disclosure of which is incorporated
herein by reference in its entirety. This application also
relates to co-pending U.S. patent application Ser. Nos.
15/094,971 entitled “ONLINE FLASH RESOURCE
MIGRATION, ALLOCATION, RETIRE AND REPLACE-
MENT MANAGER BASED ON A COST OF OWNER-
SHIP MODEL” and filed Apr. 8, 2016 and Ser. No. 15/092,
156  entitled “ONLINE FLASH RESOURCE
ALLOCATION MANAGER BASED ON A TCO MODE”
and filed Apr. 6, 2016, the disclosures of which are incor-
porated herein by reference in its entirety.

TECHNICAL FIELD

[0002] The present disclosure relates generally to data
storage systems and methods, more particularly, to a system
and method for allocating workloads to storage devices in a
disk pool based on a total cost of ownership (TCO) model.

BACKGROUND

[0003] The maintenance of an SSD-intensive datacenter
can be costly. Various total cost of ownership (TCO) models
have been proposed to evaluate and assess storage subsys-
tem solutions. However, there is no standard formula for
calculating the TCO of the SSD-intensive storage subsys-
tem. In order to comprehensively access the expenditure of
a datacenter, a TCO model should account for purchasing
and maintenance costs, service times, served I/O amount and
device wearout.

[0004] Sequentiality of writes in input/output (I/O) opera-
tions has a big impact on write amplification of solid-state
drives (SSDs). Increased randomness in a write stream
increases the write amplification of the SSDs. Since SSDs
have limited write (erase) cycles, a higher WAF caused by
randomness in a write stream can shorten the lifetime of the
SSDs and thus increase the TCO of a datacenter.

[0005] Write amplification affects the limited lifecycle of
SSDs. For example, workload patterns with different
sequential ratios can vary write amplification even on the
same SSD. The varying write amplification caused by dif-
ferent sequential ratios can change the lifetime of the device
eventually affecting the TCO. Therefore, there is a need to
evaluate storage systems from a cost perspective including
diverse dimensions such as maintenance and purchase cost,
device wearout, workload characteristics, and total data
amount that can be written to the disk.

SUMMARY

[0006] According to one embodiment, a method includes:
receiving a workload; estimating a cost for allocating the
workload to each disk of disks in a disk pool based on a total
amount of logical data written to the each disk using a
data-average TCO rate model; determining a disk among the
disks in the disk pool that minimizes a total cost of owner-
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ship (TCO) by comparing costs estimated for the disks; and
allocating the workload to the disk.

[0007] According to another embodiment, a method
includes: receiving a workload; estimating a cost for allo-
cating the workload to each disk set of disk sets in a disk
pool of a RAID storage system based on a data-average TCO
rate model based on a total amount of logical data written to
the each disk set; determining a disk set among the disk sets
in the disk pool that minimizes a total cost of ownership
(TCO) by comparing costs estimated for the disk sets; and
allocating the workload to the disk set.

[0008] According to another embodiment, a system
includes: a workload generator configured to generate work-
loads; a plurality of disks stored in a disk pool; and a
dispatcher comprising a storage storing a data-average TCO
rate model and cost factors for each disk of the plurality of
disks in the disk pool and a workload queue for storing the
workloads received from a host computer via a host inter-
face. The dispatcher is configured to generate an estimated
cost for allocating a workload stored in the workload queue
to each disk of the plurality of disks based on a total amount
of logical data written to the each disk using a data-average
TCO rate model, determine a disk among the plurality of
disks in the disk pool that minimizes a TCO by comparing
costs estimated for the plurality of disks, and dispatch the
workload to the disk.

[0009] The above and other preferred features, including
various novel details of implementation and combination of
events, will now be more particularly described with refer-
ence to the accompanying figures and pointed out in the
claims. It will be understood that the particular systems and
methods described herein are shown by way of illustration
only and not as limitations. As will be understood by those
skilled in the art, the principles and features described herein
may be employed in various and numerous embodiments
without departing from the scope of the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] The accompanying drawings, which are included
as part of the present specification, illustrate the presently
preferred embodiment and together with the general descrip-
tion given above and the detailed description of the preferred
embodiment given below serve to explain and teach the
principles described herein.

[0011] FIG. 1 shows a block diagram of an example
flash-based storage system, according to one embodiment;
[0012] FIG. 2 illustrates an example time stamp view
showing the relationship between physical write rates and
workloads;

[0013] FIG. 3A shows the normalized WAF as a function
of sequential ratios for non-filesystem with all random
precondition;

[0014] FIG. 3B shows the normalized WAF as a function
of sequential ratios for Ext4 filesystem with all random
precondition;

[0015] FIG. 3C shows the normalized WAF as a function
of sequential ratios for Ext4 filesystem with all random-
random and sequential-sequential precondition;

[0016] FIG. 4 illustrates a workflow of an example
minTCO-Perf algorithm, according to one embodiment; and
[0017] FIG. 5 shows an example architecture of a RAID
storage system, according to one embodiment.

[0018] The figures are not necessarily drawn to scale and
elements of similar structures or functions are generally
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represented by like reference numerals for illustrative pur-
poses throughout the figures. The figures are only intended
to facilitate the description of the various embodiments
described herein. The figures do not describe every aspect of
the teachings disclosed herein and do not limit the scope of
the claims.

DETAILED DESCRIPTION

[0019] Each of the features and teachings disclosed herein
can be utilized separately or in conjunction with other
features and teachings to provide a system and method for
allocating workloads to a disk in a disk pool based on a
data-average TCO rate model. Representative examples
utilizing many of these additional features and teachings,
both separately and in combination, are described in further
detail with reference to the attached figures. This detailed
description is merely intended to teach a person of skill in
the art further details for practicing aspects of the present
teachings and is not intended to limit the scope of the claims.
Therefore, combinations of features disclosed above in the
detailed description may not be necessary to practice the
teachings in the broadest sense, and are instead taught
merely to describe particularly representative examples of
the present teachings.

[0020] In the description below, for purposes of explana-
tion only, specific nomenclature is set forth to provide a
thorough understanding of the present disclosure. However,
it will be apparent to one skilled in the art that these specific
details are not required to practice the teachings of the
present disclosure.

[0021] Some portions of the detailed descriptions herein
are presented in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are used by those skilled in the data processing arts to
effectively convey the substance of their work to others
skilled in the art. An algorithm is here, and generally,
conceived to be a self-consistent sequence of steps leading
to a desired result. The steps are those requiring physical
manipulations of physical quantities. Usually, though not
necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transferred, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers, or the like.

[0022] It should be borne in mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convenient labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the below discussion, it is appreciated
that throughout the description, discussions utilizing terms
such as “processing,” “computing,” “calculating,” “deter-
mining,” “displaying,” or the like, refer to the action and
processes of a computer system, or similar electronic com-
puting device, that manipulates and transforms data repre-
sented as physical (electronic) quantities within the com-
puter system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such informa-
tion storage, transmission or display devices.

[0023] The algorithms presented herein are not inherently
related to any particular computer or other apparatus. Vari-
ous general-purpose systems, computer servers, or personal
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computers may be used with programs in accordance with
the teachings herein, or it may prove convenient to construct
a more specialized apparatus to perform the required method
steps. The required structure for a variety of these systems
will appear from the description below. It will be appreciated
that a variety of programming languages may be used to
implement the teachings of the disclosure as described
herein.

[0024] Moreover, the various features of the representa-
tive examples and the dependent claims may be combined in
ways that are not specifically and explicitly enumerated in
order to provide additional useful embodiments of the
present teachings. It is also expressly noted that all value
ranges or indications of groups of entities disclose every
possible intermediate value or intermediate entity for the
purpose of an original disclosure, as well as for the purpose
of restricting the claimed subject matter. It is also expressly
noted that the dimensions and the shapes of the components
shown in the figures are designed to help to understand how
the present teachings are practiced, but not intended to limit
the dimensions and the shapes shown in the examples.
[0025] The present disclosure describes a data-average
total cost of ownership (TCO) rate model. The present
data-average TCO rate model is differentiated from a time-
average TCO rate model in that it accounts for the total
amount of logical data written to an SSD. The present
data-average TCO rate model is built based on a WAF model
that is regressed into a piecewise function including a linear
part and a polynomial part. An online workload allocation
algorithm, herein referred to as minTCO-Perf, considers
statistical metrics (e.g., load balancing and resource utiliza-
tion) as performance factors in allocating workloads. The
present data-average TCO rate model reduces the TCO,
maximizes the workload throughput, and further balances
the workloads among disks to increase the overall resource
utilization.

[0026] The present system and method takes an approxi-
mation approach to extend the minTCO-Perf algorithm to
array of independent disks (RAID) SSD-intensive datacen-
ter use cases. The approximation approach for RAID can
guide a datacenter manager to make workload dispatch
decisions in a RAID SSD-intensive environment.

[0027] Using the present data-average TCO rate model, a
dispatcher can run an algorithm (herein also referred to as
minTCO-Perf) for minimizing the TCO for allocating work-
loads. The dispatcher can allocate the workloads to a par-
ticular disk among the disks in a disk pool.

[0028] It is noted that the present data-average TCO rate
model can be independent of a write amplification factor
(WAF) of the disks, and any WAF model can be employed
in the present data-average TCO rate model to calculate the
TCO. Due to the independence of the TCO model from the
WAF model, the dispatcher is applicable to any SSD storage
system that includes different types or combinations of SSDs
having different WAF characteristics.

[0029] Examples of the SSD storage systems that the
present data-average TCO rate model is applicable to can
include various types and combinations of non-volatile
memories including, but not limited to, a flash memory, a
phase-change RAM (PRAM), a spin-transfer torque mag-
netic random access memory (STT-MRAM), and a resistive
RAM (ReRAM).

[0030] FIG. 1 shows a block diagram of an example
flash-based storage system, according to one embodiment.
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The flash-based storage system includes a host computer
110, a dispatcher 120, and a disk pool 130 including a
plurality of SSDs. The dispatcher 120 includes at least one
processor 121, a memory 122, and a storage 123 for storing
various programs and the associated data, and cost factors
for each of the SSDs in the disk pool 130. Via a host
interface 127, the dispatcher 120 receives a workload from
the host computer 110 or a workload generator 510 shown
in FIG. 5. The workload can include a write request to write
data to one of the SSDs in the disk pool 130. The workload
is stored in a workload queue 124 for further processing.
First, the cost estimator 125estimates a cost for allocating
the workload to one of the SSDs in the disk pool 130 based
on a cost model (e.g., a total cost of ownership (TCO)
model). Based on the estimated costs to allocate the work-
load to each one of the SSDs in the disk pool 130, the cost
estimator 125 determines which SSD in the disk pool 130
can minimize a TCO for allocating the workload. Via a SSD
interface 128, the dispatcher 120 dispatches the workload to
the SSD that was identified by the cost estimator 125 to
minimize the TCO.

[0031] Although the dispatcher 120 is shown to be sepa-
rate from the host computer 110 in FIG. 1, it is understood
that the dispatcher 120 can run on the host computer as an
application. A group of host computers may be present in a
data center, and those host computers may communicate
over a network to orchestrate the operation of the dispatcher
120 among the SSDs that may be distributed over the
network.

[0032] The present system and method provides a data-
average TCO rate model. The data-average TCO rate model
is constructed based on the following two types of costs,
namely, a capital expense CapEx (C;) and an operational
expense OpEx (C',,): Z

{ Cr; = Churchase j+Cg . ),
i

v _ . >
Cit; = Crower; + CLabor;

where Cp,,puse, and Cs,,,, are one-time costs of device
purchase and device setup for an i-th disk (e.g., SSD), and
Cseng, and C'y . are the power and maintenance labor cost
rate per a given time period (e.g., day). Therefore, CapEx
(C,) 1s a one-time cost, and OpEx (C',) is a time-rate cost,
and the TCO should be account for the capital cost and the

amount of time that an SSD has been used.

[0033] The present TCO model attaches a time-rate cost to
the TCO. The expected life time (TLf) of each disk (i.e.,
TLf Tp~T;, where Ty, and T; are the time when the disk i
is completely worn out and the time when it was started
accepting its first request), the total cost for purchasing and
maintaining a pool of SSDs can be calculated as:

TCO=3,_"P(Cp+Clyy, Tpp) 2,

where N, is the number of disks in the pool.

[0034] FIG. 2 illustrates an example time stamp view
showing the relationship between physical write rates and
workloads. As more I/O workloads arrive, the physical write
rate of disk i increases accordingly. The lifetime of disk i is
the period from T, to T , having two phases: (l)accumulated
work epoch (T, ) untll the last workload arrives, i.e.,

Ty =Tg Tz, where Ty, is the assigned time of the most
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recent workload; and (2) expected work lifetime (T): from
Tg, to the expected death time, i.e., Tg=Tp-Tx

[0035] Eq.(2) does not reflect the SSD wearout that can be
highly coupled with the workload arrival distribution. For
instance, in a datacenter with all same model of SSDs, i.e.,
all disks have the same CapEx (C;) and OpEx rate (C'y,), the
SSD that is running workloads with the lowest physical
write rate will have the highest TCO value according to Eq.
(2). The reason is that the “endless” I/O stream running on
this disk will take the longest time to consume the SSD write
cycle life compared to other disks (i.e., this SSD will be the
last one to be worn out), thus its expected work lifetime
(Tz.) and OpEx (C',T;,) will be the highest among the
SSDs. However, this SSD may have a larger WAF due to the
workload pattern, while others that died earlier may have
smaller WAFs and can serve more logical write I/O amounts
under the same cost.

[0036] The present data-average TCO rate model accounts
for the TCO rate from the perspective of the total amount of
(logical) data served (written) to an SSD. This aims to solve
the limitations of a time-average TCO rate model that only
reflects the wearout by estimating a lifetime without taking
into consideration sequentiality of data written to the SSD.
The time-average TCO rate model can be easily influenced
by an interval of the arrived workloads. For example, if a
dispatcher allocates workloads purely based on the time-
average TCO rate, the dispatcher may allocate a majority of
workloads to one single disk while leaving all other disks
with light workloads or even unallocated to those other disks
if the single disk can satisfy the criterion for workload
assignment. This workload allocation scheme can still lead
to a minimum TCO on a daily basis. However, this workload
allocation scheme based on the time-average TCO rate can
decrease the total logical data write amount (herein also
referred to as “service amount” or “work amount”) of the
disk, since the disk allocated with the majority of workloads
would wear out soon if an attempt for across-disk migration
is not made while leaving other disks underutilized. In
particular, when the workload arrival intervals are sparse,
the time-average TCO rate model would only attempt to
keep the disks from completely wearing out as long as
possible.

[0037] According to one embodiment, the present data-
averaged TCO rate (TCO') represents the total cost of
ownership with respect to the total amount of (logical) data
served (written) to an SSD. In one embodiment, the data-
averaged TCO' can be calculated as follows:

Np 3
S Cr+ Cly, [Ty + 22
Z (Cp; + C;Vli “Tig) i M KA ;A
rC0 = B T
- Ny b - Ny
ng g ZAJI(TUD(_/) T J)
=1

where ijlN " Dj is the total logical data write amount for all
Nw workloads. Herein, logical writes are used as a proxy for
physical writes. This is because logical writes are much
easier to obtain for most workloads compared to physical
writes. When being normalized by the logical writes, the
TCO' can reflect the WAF and determine the disk-level wear
leveling performance of different allocation algorithms.
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[0038] Most SSD vendors do not provide APIs or perfor-
mance counters to measure a physical write quantity. Com-
pared to conventional WAF models that aims at estimating
the WAF of an SSD based on a certain criterion, the present
write amplification function Ai leverages the data directly
measured from an SSD to calculate a WAF for the SSD. The
present data-averaged TCO rate model characterizes the
effects of write traffic from multiple workloads on the WAF
and generalizes the characterization of the write traffic
effects as a mathematical model.

[0039] FIGS. 3A, 3B, and 3C show three representative
cases from WAF experimental results of preconditioned
write I/Os. FIG. 3A shows the normalized WAF as a function
of sequential ratios for non-filesystem with all random
precondition. FIG. 3B shows the normalized WAF as a
function of sequential ratios for Ext4 filesystem with all
random precondition. FIG. 3C shows the normalized WAF
as a function of sequential ratios for Ext4 filesystem with all
random-to-random and sequential-to-sequential precondi-
tion.

[0040] These representative cases show that the normal-
ized WAF can be constructed as a function of different
sequential ratios on write [/Os. The WAF data points are
normalized by the largest WAF across different workload
sequential ratios (e.g., the WAF under 40.22% sequential
ratio in FIG. 3A). As such, the original WAF is in [1,+0),
while the normalized WAF is in [0,1].

[0041] According to these WAF experimental results, it is
observed that WAF curves in the three representative cases
shown FIGS. 3A, 3B, and 3C are similar. Based on these
observations, the normalized WAF curves can be regressed
into two stages: a linear regression stage and a decreasing
polynomial regression stage. The linear regression stage
shows that the normalized WAF of mixed workloads exhib-
its a linear function indicating that the WAF is almost
identical to that of a pure random workload. Beyond a
turning point (around 40% to 60%, the WAF dramatically
decreases exhibiting a polynomial relationship between the
WAF and the sequential ratio. This indicates that a small
fraction of random accesses is necessary to intensify the
WAF.

[0042] According to one embodiment, the normalized
WAF (A) is regressed into a piecewise function of sequen-
tiality of I/O operations in the workload as follows.

asS+p, Sel0, e (€]

A = foeqlS) = »
FeealS) {nS2+/,cS+y, Sesl]

where a, B, M, ¥, L and & are parameters, and S is the
sequential ratio. At the turning point e, S=e, therefore
oe+p=ne’ue+y. Additionally, a is small since the linear
regression stage is relatively smooth.

[0043] The regressed mathematical model of the normal-
ized WAF as a function of sequential ratios can be con-
structed for different memory technology, types and capacity
of SSDs that are manufactured by various vendors. Each
SSD can have a unique WAF function depending on a
number of their hardware-related factors, for example, but
not limited to, flash translation layer (FTL), wear leveling,
over-provisioning. The regression turning point of the non-
filesystem case of FIG. 3A comes earlier than the Ext4
filesystem case of FIGS. 3B and 3C. This is because the
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bookkeeping overhead of the Ext4 filesystem is heavier than
the raw disk. Moreover, when the sequential ratio is 100%,
the WAF under the “random-random/sequential-sequential
precondition” case shown in FIG. 3C is lower than that
under the all-random precondition case shown in FIG. 3B. In
the “random-random/sequential-sequential precondition”
case, a steady write performance can be reached.

[0044] The time-average TCO rate model does not balance
incoming workloads across the SSDs in a disk pool, and thus
cannot achieve optimal resources utilization. The present
system and method provides cost-efficient disk utilization of
resources in a disk pool of SSDs while achieving the
maximum [/O throughput. In one embodiment, the present
system and method employs a performance enhanced man-
agement algorithm, herein referred to as minTCO-Perf. The
minTCO-Perf algorithm accounts for statistical metrics as a
performance factor in workload allocation. In one embodi-
ment, the statistical metrics includes load balancing and
resource utilization.

[0045] There are two types of resources, namely, through-
put (IOPS) and space capacity (GB). The present system and
method calculates the utilization U (i, k) of disk 1 when disk
k is selected to serve a new workload I, as:

Ry (i) . )
ik RO i+k
i =
’ Ro@+Ryy
Ry

where Ry, (i), R(i), and R, represent the amount of used
resources on disk k, the amount of resources of disk i, and
the resource requirement of workload J,, respectively. When
iis equal to k, the workload I, is assumed to be assigned to
that disk as the new requirement R, . The Eq. (5) can be used
to calculate either throughput utilization U, (i, k) or space
capacity utilization U, (i, k). The average utilization can be
calculated to represent the system utilization of the entire
disk pool:

Np
Ui, k)
]

Uk = -

Np

It is an objective of the system resource utilization to
increase either average throughput utilization U,, (i, k) or the
average space utilization U, (i, k).

[0046] According to one embodiment, a coefficient of
variation (CV) of throughput (or space) utilizations among
all disks is used to assess the load balancing. Specifically,
when assigning the workload J,, to disk k, the expected CV
(k) can be calculated as:

Np (6
S, b -TwE”
i=1

CVk) = %
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A smaller CV (k) indicates better load balancing in the
datacenter.

[0047] The minTCO-Perf algorithm aims to minimize the
data-average TCO rate while achieving best resource utili-
zation and load balancing among disks. The minTCO-Perf
uses an optimization framework to minimize the objective
function under constrains listed in Eq. (7).

[0048] Minimize:

AR TCO'(R)
~&(R) U(k)y+hy(R,)CV (k)
~g(R,) U, (k)+h,(R,) CV (k) -

[0049]
i€D

Subject to:

k€D
0=TCO'(i, k)<Th,
0=U,(i,k)<Th,

0sU,(i,k)<Th,

[0050] Upon the arrival of a new workload I,, the
“enhanced cost” of the disk pool is calculated. The object
function in Eq. (7) contains the TCO rate cost (f (R,,)- TCO'
(k), the resource utilization reward (g,(R,) U(k)) and g ,(R)-
Upi k)), and the load unbalancing penalty (h(R,)-CV (k) and
hh,(R,)-CV,(k)). It is noted that TCO'(k) and TCO'(i, k)
represent the TCO rate of the entire disk pool and the TCO
rate of disk i, respectively, when the new workload J,, is
allocated to the disk k.

[0051] The non-negative parameters in Eq. (7) such as
fR,), g,R,), g,(R,)), h(R,) and h,(R,) are weight functions
that are related with the read ratio

B reale#)
"~ ro1allO#

.
and write ratio

( writelO# ]
Y7 totallO#

of' workloads. Finally, the disk with the lowest enhanced cost
is selected for the new workload J. In a practical applica-
tion, write intensive workloads can affect WAF and TCO,
and read intensive workloads are sensitive to a load balanc-
ing degree. In addition, Th,, Th,, and Th,, are used as the
upper bounds for the TCO, the space resources utilization
ratio, and the throughput resources utilization ratio, respec-
tively. These bounds can be predefined by the system
manager according to the specific environment. For
example, one can set the maximum allowed throughput
utilization of a disk is 95% of the total TOPS in order to
prevent 1/O path congestion.

[0052] FIG. 4 illustrates a workflow of an example
minTCO-Perf algorithm, according to one embodiment. A
dispatcher (e.g., dispatcher 120 of FIG. 1 or dispatcher 520
of FIG. 5) performs a check whether the TCO, the space
resources utilization ratio, and the throughput resources
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utilization ratio fall within their respective upper bounds
Th,, Th,, and Th,, (step 402). The dispatcher estimates a cost
for a disk i in a disk pool by calculating the objective
function of Eq. (7) when the workload would be assigned to
the disk 1 (step 403). The dispatcher repeats this process for
each and every disk in the disk pool (steps 402, 403, 405,
and 404). After the costs for all the disks in the disk pool are
obtained, the dispatcher determines a particular disk that
minimizes a TCO (step 406). The dispatcher assigns the
workload to the disk (step 407). This process is repeated for
a new workload for a new epoch. The estimation of the costs
and the determination of a disk that minimizes a TCO can be
dynamically performed during runtime. The steps 402-405
form an optimization framework of the minTCO-Perf algo-
rithm of the dispatcher that minimizes the objective func-
tion, and the steps 406-407 perform the workload allocation
by the dispatcher.

[0053] There are numerous commercially available solu-
tions for accelerating the /O throughput of RAID mode
flash disk arrays in a data center. RAID technique transforms
a number of independent disks into a larger and a more
reliable logical single entity. The present system and method
can support storage systems with RAID mode flash disk
arrays by extending the minTCO-Perf algorithm.

[0054] One of the major problems in a practical imple-
mentation of a TCO model in a RAID storage system is the
difficulty of calculating (or even monitoring) the exact WAF
of RAID disk arrays during runtime. Moreover, for different
RAID setups, the process can be more complicated. Accord-
ing to one embodiment, the present system and method
employs an approximate approach that works in certain
scenarios. The approximation approach aims to guide a data
center manager to make allocation decision from a long-
term operational point of view.

[0055] FIG. 5 shows an example architecture of a RAID
storage system, according to one embodiment. According to
one embodiment, an online allocation algorithm minTCO-
Perf can be obtained based on the TCO model. The RAID
storage system 500 includes a workload generator 510, a
dispatcher 520, and a plurality of disk sets SSD Set,-SSD
Set,, contained in the disk pool 530.

[0056] The work generator 510 can receive a workload
and the dispatcher 520 can estimate a cost for allocating the
workload to each and every disk of a disk pool 303 using the
present data-average TCO rate model. For example, an
estimated cost for a disk set i denotes a cost when the
workload would be allocated to the disk set i. The data-
average TCO rate model employed by the dispatcher 520
can use logical data writes A, for each disk contained in the
disk pool 530. The logical data writes A, for the disk setican
be obtained by summing up the estimated logical write rates
of all assigned workload streams during an epoch. The
physical write rates for the disk set i can be estimated by
multiplying the logical write rates in the workload streams
with the corresponding WAF. The dispatcher 520 can imple-
ment the online allocation algorithm minTCO-Perf and
determine a disk set in the disk pool 530 that minimizes the
TCO for allocating the workload to the disk pool 530 of the
RAID storage system 500. Based on the data-average mini-
mum TCO, the dispatcher 520 can dispatch the workload to
the disk set among SSD Set,-SSD Set,,,, that minimizes the
TCO. This process is repeated for a new workload as shown
in FIG. 4
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[0057] The disk pool has multiple SSDs and disks that are
grouped into sets. Each set is the minimum unit that can
accept workloads. For simplicity, disks within each set are
assumed to be homogeneous, while different sets of disks
can be heterogeneous. The main idea of this approximation
is to treat each disk set as a single “pseudo-disk™, and a set
is the destinations of workloads. To apply the present system
and method to RAID data center storage system, the TCO
and performance metrics for a “pseudo-disk” are converted
by multiplying the corresponding adjustment parameters as
shown in Table 1. For example, a RAID-1 set with 4 disks
has 4C,, 4C',,, and A=1*fseq( ).

TABLE 1

Conversion table for different RAID modes.

TCO Performance
RAID Mode C; Cy W A A S P
0 Strip N N N 1 2 N2 2
1 Mirror N N N 1 1 N 1
5 Pair N N N 1 N(N-1) N-1 4
[0058] Some of the factors are straightforward and can be

ported from the realm of one disk to a “pseudo-disk™ (a set
of disks) relatively easily. For example, the costs (C, C';)
and total write cycle limits (W) of a disk set are the sum of
those values for each individual disk.

[0059] However, the estimation of a WAF function for a
disk-set may not simple. For example, RAID-1 mirrors each
1/O operation on all disks, so the WAF function of each
(homogeneous) disk set remains the same as that of each
individual disk. However, WAFs of RAID-0 and RAID-5 are
heavily dependent on the actual implementation. For these
reasons, the present system and method focuses on a simple
implementation that is abstracted for a long-term and large-
scale view of a datacenter. In this case, the striping parts of
RAID-0 and RAID-5 are also following the same 1/O
locality and behavior as the non-striping case, and thus a
subset of workloads on each disk keeps the same sequential
ratio as the non-stripped workload.

[0060] For example, a 100% sequential stream with
[0~80] pages are stripped into four disks with 10-page
striping granularity, and the four disks have [0~10,41~50],
[11~20, 51~60], [21~30, 61~70], and [31~40, 71~80],
respectively. The stripped subsets of a sequential stream are
physically written continuously on the disk (e.g., [41~50]
are physically continuous to [0~10] on disk 1), therefore the
sequentiality is kept, and thus WAF functions of the striping
disks are identical to that of a single disk. For the parity disk
of RAID-5, it is assumed that its I/O behavior also follows
the same locality as original workload. Therefore, the WAFs
of RAID-0 and RAID-5 can be the same as the WAF of a
single disk.

[0061] Meanwhile the logical data write rate A_L and the
space capacity S of each set can vary depending on different
RAID modes that may be used across these sets. RAID-0
strips the writes and thus it does not trigger any additional
logical writes to the set. Therefore, the write rate of RAID-0
is the same, and the C is multiplied by N. RAID-1 mirrors
the write, so the logical write rate is doubled. While in
RAID-5 mode, for each logical write, N-1 disks are for
striping writes, and the remaining one disk is for parity
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write. Therefore, the overall write rate should be scaled by
multiplying N/(N-1). The throughput of a set is the sum of
its disks’ throughput (NP).

[0062] RAID introduces a write penalty (p). RAID-1 has
two IOPS per write operation while one RAID-5 write
requires four IOPS per write operation. For a RAID appli-
cation, an incoming workload’s original throughput require-
ment P, is converted as follows:

Prealll)=PAD) Ryi) p()+P (i) Rr(¥) ®),

where p(i) is the write penalty for disk I that can be obtained
from Table 1. For example, a disk set with RAID-1 mode has
4 disks, each of them has 6000 IOPS, then P(i)=6000%4
=24,000 IOPS. For a new incoming workload that requires
30 IOPS with write ratio of 40%, its real requirement on
RAID-1 mode can be obtained as: P, ,,30%40%*2+30%*(1-
40%)=42 IOPS. Besides the changes to the throughput
requirement, the performance-enhanced minTCO algorithm
of a single disk can be equally applied to RAID modes, and
workloads are assigned to disk arrays instead of disks.
[0063] According to one embodiment, a method includes:
receiving a workload; estimating a cost for allocating the
workload to each disk of disks in a disk pool based on a total
amount of logical data written to the each disk using a
data-average TCO rate model; determining a disk among the
disks in the disk pool that minimizes a total cost of owner-
ship (TCO) by comparing costs estimated for the disks; and
allocating the workload to the disk.

[0064] Media types of the disks in the disk pool may
include one or more of a flash memory, a phase-change
RAM (PRAM), a spin-transfer torque magnetic random
access memory (STT-MRAM), and a resistive RAM (Re-
RAM).

[0065] The data-average TCO rate model may incorporate
a plurality of cost factors specific to the disks including a
lifetime and a write wearout of the disks, and sequentiality
of the workload.

[0066] The method may further include: calculating a
normalized write amplification factor (WAF) for each disk
of the disks in the disk pool. The normalized WAF may be
regressed into on a piecewise function with respect to a write
sequentiality ratio, and the normalized WAF model includes
a linear part and a polynomial part.

[0067] The WAF of each disk may be dependent on one or
more hardware-related factors including flash translation
layer (FTL), wear leveling, and over-provisioning.

[0068] The method may further include calculating
resource utilization of each disk of the disks in the disk pool.
[0069] The resource utilization may include a throughput
utilization and a space capacity utilization.

[0070] The workload may be dynamically allocated to the
disk during runtime.

[0071] According to another embodiment, a method
includes: receiving a workload; estimating a cost for allo-
cating the workload to each disk set of disk sets in a disk
pool of a RAID storage system based on a data-average TCO
rate model based on a total amount of logical data written to
the each disk set; determining a disk set among the disk sets
in the disk pool that minimizes a total cost of ownership
(TCO) by comparing costs estimated for the disk sets; and
allocating the workload to the disk set.

[0072] The RAID storage system may operate in one of
RAID 0 mode, RAID 1 mode, and RAID 5 mode.
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[0073] The method may further include scaling a write
rate based on a RAID mode, wherein a throughput of the
disk set is a sum of throughputs of the disks contained in the
disk set.

[0074] The method may further include: calculating a
write penalty based on a RAID mode; and converting a
throughput requirement of workloads by applying the write
penalty.

[0075] According to another embodiment, a system
includes: a workload generator configured to generate work-
loads; a plurality of disks stored in a disk pool; and a
dispatcher comprising a storage storing a data-average TCO
rate model and cost factors for each disk of the plurality of
disks in the disk pool and a workload queue for storing the
workloads received from a host computer via a host inter-
face. The dispatcher is configured to generate an estimated
cost for allocating a workload stored in the workload queue
to each disk of the plurality of disks based on a total amount
of'logical data written to the each disk using a data-average
TCO rate model, determine a disk among the plurality of
disks in the disk pool that minimizes a TCO by comparing
costs estimated for the plurality of disks, and dispatch the
workload to the disk.

[0076] Media types for the plurality of disks in the disk
pool may include one or more of a flash memory, a phase-
change RAM (PRAM), a spin-transfer torque magnetic
random access memory (STT-MRAM), and a resistive RAM
(ReRAM).

[0077] The data-average TCO rate model may incorporate
a plurality of cost factors specific to the disks including a
lifetime and a write wearout of the disks, and sequentiality
of the workload.

[0078] The dispatcher may be configured to calculate a
normalized write amplification factor (WAF) for each disk
of the disks in the disk pool, and wherein the normalized
WAF is regressed into on a piecewise function with respect
to a write sequentiality ratio, and the normalized WAF
model includes a linear part and a polynomial part.

[0079] The WAF of each disk may be dependent on one or
more hardware-related factors including flash translation
layer (FTL), wear leveling, and over-provisioning.

[0080] The dispatcher may be configured to calculate
resource utilization of each disk of the disks in the disk pool.

[0081] The resource utilization may include a throughput
utilization and a space capacity utilization.

[0082] The workload may be dynamically allocated to the
disk during runtime.

[0083] The dispatcher may be further configured to gen-
erate an estimated cost for allocating a workload stored in
the workload queue to each disk set of the plurality of disk
sets based on the data-average TCO rate model, determine a
disk set among the plurality of disk sets in the disk pool that
minimizes a TCO by comparing costs estimated for the
plurality of disk sets, and dispatch the workload to the disk
set.

[0084] The RAID storage system may operate in one of
RAID 0 mode, RAID 1 mode, and RAID 5 mode.

[0085] The dispatcher may be further configured to scale
a write rate based on a RAID mode, wherein a throughput
of the disk set is a sum of throughputs of the disks contained
in the disk set.
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[0086] The dispatcher may be further configured to: cal-
culate a write penalty based on a RAID mode and convert a
throughput requirement of workloads by applying the write
penalty.

[0087] The above example embodiments have been
described hereinabove to illustrate various embodiments of
implementing a system and method for allocating workloads
to a disk in a disk pool based on a data-average TCO rate
model. Various modifications and departures from the dis-
closed example embodiments will occur to those having
ordinary skill in the art. The subject matter that is intended
to be within the scope of the invention is set forth in the
following claims.

What is claimed is:

1. A method comprising:

receiving a workload;

estimating a cost for allocating the workload to each disk

of disks in a disk pool based on a total amount of logical
data written to the each disk using a data-average TCO
rate model;

determining a disk among the disks in the disk pool that

minimizes a total cost of ownership (TCO) by com-
paring costs estimated for the disks; and

allocating the workload to the disk.

2. The method of claim 1, wherein media types of the
disks in the disk pool includes one or more of a flash
memory, a phase-change RAM (PRAM), a spin-transfer
torque magnetic random access memory (STT-MRAM), and
a resistive RAM (ReRAM).

3. The method of claim 1, wherein the data-average TCO
rate model incorporates a plurality of cost factors specific to
the disks including a lifetime and a write wearout of the
disks, and sequentiality of the workload.

4. The method of claim 1, further comprising calculating
a normalized write amplification factor (WAF) for each disk
of the disks in the disk pool, wherein the normalized WAF
is regressed into on a piecewise function with respect to a
write sequentiality ratio, and the normalized WAF model
includes a linear part and a polynomial part.

5. The method of claim 4, wherein the WAF of each disk
is dependent on one or more hardware-related factors
including flash translation layer (FTL), wear leveling, and
over-provisioning.

6. The method of claim 1, further comprising calculating
resource utilization of each disk of the disks in the disk pool.

7. The method of claim 6, wherein the resource utilization
includes a throughput utilization and a space capacity utili-
zation.

8. The method of claim 1, wherein the workload is
dynamically allocated to the disk during runtime.

9. A method comprising:

receiving a workload;

estimating a cost for allocating the workload to each disk

set of disk sets in a disk pool of a RAID storage system

based on a data-average TCO rate model based on a

total amount of logical data written to the each disk set;
determining a disk set among the disk sets in the disk pool

that minimizes a total cost of ownership (TCO) by

comparing costs estimated for the disk sets; and
allocating the workload to the disk set.

10. The method of claim 9, wherein the RAID storage
system operates in one of RAID 0 mode, RAID 1 mode, and
RAID 5 mode.
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11. The method of claim 9, further comprising:

scaling a write rate based on a RAID mode, wherein a
throughput of the disk set is a sum of throughputs of the
disks contained in the disk set.

12. The method of claim 9, further comprising:

calculating a write penalty based on a RAID mode; and

converting a throughput requirement of workloads by
applying the write penalty.

13. A system comprising:

a workload generator configured to generate workloads;

a plurality of disks stored in a disk pool; and

a dispatcher comprising a storage storing a data-average

TCO rate model and cost factors for each disk of the
plurality of disks in the disk pool and a workload queue
for storing the workloads received from a host com-
puter via a host interface;

wherein the dispatcher is configured to generate an esti-

mated cost for allocating a workload stored in the
workload queue to each disk of the plurality of disks
based on a total amount of logical data written to the
each disk using a data-average TCO rate model, deter-
mine a disk among the plurality of disks in the disk pool
that minimizes a TCO by comparing costs estimated for
the plurality of disks, and dispatch the workload to the
disk.

14. The system of claim 13, wherein media types for the
plurality of disks in the disk pool includes one or more of a
flash memory, a phase-change RAM (PRAM), a spin-trans-
fer torque magnetic random access memory (STT-MRAM),
and a resistive RAM (ReRAM).

15. The system of claim 13, wherein the data-average
TCO rate model incorporates a plurality of cost factors
specific to the disks including a lifetime and a write wearout
of the disks, and sequentiality of the workload.

16. The system of claim 13, wherein the dispatcher is
configured to calculate a normalized write amplification
factor (WAF) for each disk of the disks in the disk pool, and
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wherein the normalized WAF is regressed into on a piece-
wise function with respect to a write sequentiality ratio, and
the normalized WAF model includes a linear part and a
polynomial part.

17. The system of claim 16, wherein the WAF of each disk
is dependent on one or more hardware-related factors
including flash translation layer (FTL), wear leveling, and
over-provisioning.

18. The system of claim 13, wherein the dispatcher is
configured to calculate resource utilization of each disk of
the disks in the disk pool.

19. The system of claim 18, wherein the resource utili-
zation includes a throughput utilization and a space capacity
utilization.

20. The system of claim 13, wherein the workload is
dynamically allocated to the disk during runtime.

21. The system of claim 13, wherein the dispatcher is
further configured to generate an estimated cost for allocat-
ing a workload stored in the workload queue to each disk set
of the plurality of disk sets based on the data-average TCO
rate model, determine a disk set among the plurality of disk
sets in the disk pool that minimizes a TCO by comparing
costs estimated for the plurality of disk sets, and dispatch the
workload to the disk set.

22. The system of claim 21, wherein the RAID storage
system operates in one of RAID 0 mode, RAID 1 mode, and
RAID 5 mode.

23. The system of claim 21, wherein the dispatcher is
further configured to scale a write rate based on a RAID
mode, wherein a throughput of the disk set is a sum of
throughputs of the disks contained in the disk set.

24. The system of claim 21, wherein the dispatcher is
further configured to calculate a write penalty based on a
RAID mode and convert a throughput requirement of work-
loads by applying the write penalty.

#* #* #* #* #*



